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Egon Zakraǰsek, Federal Reserve Bank of Boston

Editorial Board

Managing Editor

Christopher J. Waller
Board of Governors of the Federal Reserve System

Co-editors

Klaus Adam
University of Mannheim

Tobias Adrian
International Monetary Fund

Huberto Ennis
Federal Reserve Bank of
Richmond

Refet S. Gürkaynak
Bilkent University
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Demographic Shifts, Macroprudential
Policies, and House Prices∗

Jieun Lee and Hosung Jung
Bank of Korea

We investigate how recent demographic changes—
population aging and the rising number of single-person
households—affect disaggregated house prices in Korea. Our
analysis yields three key findings based on a unique data set,
including various house price indices and macroprudential pol-
icy variables at the district level. First, house prices increase
in districts with high old-age dependency ratios, suggesting
that aging is unlikely to drive them down. Second, house
prices fall in districts with a high proportion of single-person
households. Third, the effect of heterogeneous demographic
groups on house prices differs according to the macropruden-
tial policy measures. Overall, the evidence suggests that demo-
graphic shifts are an essential factor for explaining house price
dynamics.

JEL Codes: E58, G12, J11.

1. Introduction

What are the determinants of house prices? They have long been an
essential and challenging question for households and policymakers

∗We would like to thank Jong Chil Son, Euna Cho, Hyungseok Oh,
Sang-hyeong Lee, Joon Seok Park, Boris Hofmann, Leonardo Gambacorta, Yavuz
Arslan, Peter Lindner, and seminar participants at the Bank for International Set-
tlements and at the Bank of Korea for insightful comments and suggestions. We
are also grateful to the editor and two anonymous referees for many detailed sug-
gestions to improve the analysis. The views expressed here are those of the authors
and do not necessarily represent those of the Bank of Korea. Author contact:
Jieun Lee (corresponding author): Bank of Korea, 39, Namdaemun-ro, Jung-gu,
Seoul, 04531, jelee@bok.or.kr. Bank for International Settlements, Hong Kong
SAR, China, jieun.lee@bis.org. Hosung Jung: Economic Research Institute, Bank
of Korea, 39, Namdaemun-ro, Jung-gu, Seoul, 04531, Korea, hschung@bok.or.kr.
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because housing accounts for a large share of household wealth1 and
because house price dynamics have a strong linkage with macroeco-
nomics and financial stability, as we learned from the global financial
crisis (Claessens, Kose, and Terrones 2012; Mankiw and Weil 1989).
Numerous studies have investigated the fundamental drivers of house
prices, suggesting population dynamics as one of the main demand-
side factors (Capozza et al. 2002; Case and Shiller 2003; Glaeser and
Gyourko 2005). However, only a few studies have empirically investi-
gated the relationship between demographics and house prices. The
seminal paper by Mankiw and Weil (1989) projected that demo-
graphic transition would be a potential risk in the housing market,
highlighting the importance of further investigating the relationship
between demographic structures and house prices.

In the past decade, demographic structures have changed rapidly
nearly everywhere in two ways: the population is aging,2 and the
number of single-person households is rising.3 In particular, there
have been some concerns that aging can drive house prices down.
Two hypotheses support these concerns. The asset meltdown hypoth-
esis, proposed by Mankiw and Weil (1989), suggests that house
prices would drop substantially due to a rapid fall in the adult
population when the baby boomers retire. Another is the life-cycle
hypothesis, which posits that, to smooth lifetime consumption, young
people tend to buy houses, while the elderly tend to sell them (Ando
and Modigliani 1963). However, these hypotheses may not be valid,
as the elderly may cause an increase in house prices after their retire-
ment. We conjecture that the elderly contribute to increasing hous-
ing demand and house prices due to their prolonged life expectancy
and increased uncertainty about the future. In other words, they are

1 As of the end of 2017, housing accounts for 40 to 60 percent of total house-
hold wealth in Europe, 20 percent in the United States, and about 70 percent in
Korea.

2United Nations (2019) shows that the proportion of the elderly population
aged 65 or over to the total population increased globally from 6 percent in 1990
to 9 percent in 2019.

3United Nations (2019) shows that the average household size has declined
across the globe. Specifically, according to the U.S. Census Bureau, Euro Statis-
tics, and Statistics Korea, the ratios of single-person households to all households
between 2010 and 2018 have increased from 27 percent to 28 percent, from 31
percent to 34 percent, and from 24 percent to 28 percent in the United States,
Europe, and Korea, respectively.
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likely to own houses or further invest in different homes for rental
purposes to prepare for the future. Berkowitz and Qiu (2006) show
that older people will first sell financial assets in preference to non-
financial assets when they need urgent funds for medical expenses,
implying that housing seems to be the last asset they would con-
sider selling. Lisack, Sajedi, and Thwaites (2021) also assert that an
aging population leads to decreasing real interest rates and increas-
ing household debt and house prices. This trend will persist, consid-
ering the elderly are likely to maintain their wealth level throughout
retirement, although they may dissave.

Additionally, existing empirical evidence has been mixed. Some
argue that an aging population has a negative effect on house price
growth (Bakshi and Chen 1994; Chiyachantana et al. 2004; Takáts
2012), while others assert that it may not cause any substantial
reduction in housing demand (Eichholtz and Lindenthal 2014; Hort
1998). Therefore, further analysis regarding aging is warranted.

Moreover, few existing studies focus on the relationship between
single-person households and house prices, despite their growing
housing market share. Therefore, this paper proposes that a rise
in the number of single-person households could lead to a fall in
house prices for several reasons. First, single-person households are
likely to have fewer incentives to buy a house than multi-person
households because people generally tend to purchase houses when
they form a family (Krainer 2005). Second, single-person households,
perhaps impoverished households, may have different consumption
or investment sets, excluding residences. Moreover, there are more
challenging aspects for single-person households to own their homes,
as there are not many favorable housing policies for single-person
households regarding interest rates or loan amounts.

Existing studies about how demographic changes related to age
or family size affect house prices are scarce. Their results, mostly
from aggregated data, have been mixed, depending on country and
timespan (Hiller and Lerbs 2016; Takáts 2012). Although aggregate
evidence can help understand the changes that influence a substan-
tial portion of the population, we can learn more from the disag-
gregated data. Since the housing market is geographically localized,
the results from the aggregated data may not capture the locally
idiosyncratic factors (Case, Pollakowski, and Wachter 1991; Glaeser,
Gyourko, and Saiz 2008; Piazzesi, Schneider, and Stroebel 2020).
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Therefore, our goal in this paper is to empirically assess how
the demographic shifts affect house prices using disaggregated data
from Korea, one of the most advanced emerging economies and one
that is experiencing rapid demographic changes.4 Specifically, we
ask the following questions: First, how do the age distribution of the
population and family size affect house prices? Second, how do the
changes in demographic structure stemming from the aging popula-
tion affect house prices at the district level? Third, does a rise in the
number of single-person households significantly affect house prices?
Fourth, and finally, do macroprudential policies, such as limits on
the debt-to-income ratio (DTI) and the loan-to-value ratio (LTV),
influence the relationship between demographic structure and house
prices? To illustrate the relationship between demographic variables
and house prices, we introduce an extensive panel data set for 95
districts covering Seoul metropolitan areas and five non-Seoul met-
ropolitan cities in Korea5 over the period from 2008:Q1 to 2017:Q4.
We first construct a variety of house price indices from the real trans-
action data by applying the standard Case and Shiller (1987) repeat
sales methodology. Specifically, we estimate the house price index
and eight house price indices at the district level based on property
type, e.g., price level, dwelling size, and housing age. Additionally,
we construct dummy-type policy action indicators and the quanti-
fied measures of LTV and DTI limits. The quantified measures are
computed using the weighted average of the following components:
the targeted area, type of regulated financial institution, house type,
dwelling size, house price, and loan type.

4Korea overcomes the critics Nishimura and Takáts (2012), who argue that the
slow-changing nature of demographic variables makes it difficult to conduct an
analysis in a single country. According to Statistics Korea, Korea is experiencing
one of the fastest rates of demographic changes in recent years. First, it took 17
years for Korea to go from an “aging society” to an “aged society.” In contrast,
other countries, such as the United States or the United Kingdom, are taking
more than 100 years for this transition. Korea is also expected to be a “super-
aged society” by 2026, where the proportion of the elderly population accounts
for over 20 percent of the total population. Second, the ratio of single-person
households in Korea increased rapidly from 23 percent to 28 percent between
2010 and 2018.

5The areas include the Seoul Metropolitan Area—Seoul, Gyeonggi Province,
and Incheon—as well as Busan, Daegu, Gwangju, Daejeon, and Ulsan. We merge
some districts that have fewer transactions into neighboring districts. A total of
seven districts were affected this way.
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After combining the demographic variables with the macropru-
dential policies and house price indices at the district level, we con-
duct more fruitful analyses using the fixed-effects regression model.
We find that our focal results are robust to the model specifications,
the reverse causality, subperiod analyses, and the different sets of
control variables.

Our empirical evidence reveals the following key findings. First,
as our preliminary test, we examine how the distribution of age and
the number of family members per household affects house price
growth and find that age and age squared describe a monotonic
relationship with an inflection point, indicating that an increase in
the rate of house price growth has gradually slowed with age (Engel-
hardt and Poterba 1991; Ohtake and Shintani 1996). That is, the age
distribution of house price growth is shaped like an inverted U. Addi-
tionally, we show that an increase in the number of family members
per household leads to a rise in house price growth.

Second, we find a positive association between elderly depen-
dency ratios and house prices, showing that house prices have
increased in districts with a high representation of the elderly popu-
lation aged 65 or over. This tendency is found to be strongest among
old, large-sized, and medium-value houses, suggesting that house
prices by those types increase the most in districts where the elderly
dependency ratio is high. These findings are consistent with our con-
jecture that due to extended life expectancy and improved health,
the elderly tend to own or invest in the housing market to prepare
for their future.

Third, we find evidence that the ratio of single-person house-
holds, especially young people, is negatively related to house prices
at the district level. This is consistent with our conjecture that
single-person households are likely to have fewer incentives to buy a
house than a multi-person household, probably due to their low-
income level, chosen lifestyle, or due to the unfavorable housing
policies for single-person households.

Finally, considering the changes in macroprudential policies, the
effects of demographic groups on house prices differ, probably owing
to their wealth and income level.6 In contrast to the DTI regulations,

6Note that the ineffectiveness of LTV and DTI policies on certain types
of households are not necessarily on demographic shifts, but on demographic
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we find that given changes in LTV limits, house prices further
increase in the first quarter after policy implementation in districts
where the elderly dependency ratio is high. This implies that older
people appear to respond to changes in LTV limits by taking out
mortgage loans and increasing their investment in real estate. How-
ever, the interaction terms between single-person households and
macroprudential policy measures (LTV and DTI limits) are insignif-
icant. This result supports the idea that single-person households do
not respond to LTV and DTI limits as expected because they may
not be eligible for mortgage loans owing to low or irregular incomes
or to low wealth levels.

This paper contributes to the extant literature in several ways.
First, we are, to our knowledge, the first to document the effect
of recent demographic structure changes, such as an aging popula-
tion and a large number of single-person households, on house price
growth in Korea by using disaggregated data. We provide an answer
to an unsettled question regarding the relationship between aging
and house prices, supporting previous papers (Hort 1998; Lisack,
Sajedi, and Thwaites 2021) that assert that house prices increase
with an elderly population. We find a negative relationship between
the ratio of one-person households and house prices in Korea. In
fact, United Nations (2019) shows that such demographic shifts are
global phenomena, but the speed tends to be more rapid among
advanced countries. Despite its growing importance, the relationship
between demographics and house prices has been much less explored.
Our empirical evidence is expected to provide implications for other
countries experiencing demographic transitions similar to that going
on in Korea, a highly developed and high-income nation.7

Second, we introduce a new set of house prices using real-
transaction data that have the advantage of providing timely and
accurate information compared to survey data. By combining demo-
graphic variables with house prices by property type, such as hous-
ing value, dwelling size, and home ages, all at the district level, we

characteristics, because demographic shifts are a slow-moving process, whereas
macroprudential measures tend to be introduced either in reaction to cyclical
movements in household debt or house prices or to rapidly slowing house price
growth in a preemptive way.

7As of 2017, Korea is the world’s 10th largest economy among OECD coun-
tries, with a GDP per capita of $31,615.
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can make conjectures about the preferences of the elderly and of
single-person households concerning their housing choices.

Finally, we contribute to the existing studies on macropruden-
tial policies. Our findings are consistent with several recent studies,
which suggest that macroprudential policies are effective in reduc-
ing credit growth and thereby leaning against real estate booms
(Cerutti, Claessens, and Laeven 2017; Claessens, Ghosh, and Mihet
2013; Gambacorta and Murcia 2020; Hartmann 2015; Igan and
Kang 2011; Jung and Lee 2017). We further investigate how demo-
graphic variables respond to those policies, which was examined less
in past studies, and find that the effects of heterogeneous demo-
graphic groups on house prices differ given changes in macropruden-
tial policies.

The remainder of the paper is organized as follows. Section 2
provides an overview of the hypotheses. Section 3 explains the back-
ground to the Korean housing market, Section 4 describes the data
sources and variables estimation, and Section 5 discusses the empiri-
cal results. Finally, Section 6 concludes the paper and provides some
policy implications.

2. Hypothesis Development

One of the central questions is how an aging or elderly population
affects house price growth. Previous studies suggested hypotheses
as to the relationship between aging and house prices. The semi-
nal paper of Mankiw and Weil (1989) proposes the asset meltdown
hypothesis. They argue that when a large cohort, e.g., baby boomers,
retires and sells their assets to the next cohort made up of a smaller
number of people, then house prices will drop because there are more
sellers than buyers in the housing market at that time. In a simi-
lar vein, the life-cycle hypothesis suggests that individuals purchase
houses when they are young and sell them when they are old to
maximize their lifetime utility function, which relies on current and
future consumption (Ando and Modigliani 1963). Both hypotheses
suggest that aging can drive down asset prices. These hypotheses,
however, are valid only when the elderly liquidate their wealth at
the time of their retirement to smooth their future consumption.
As life expectancy becomes longer and as people become health-
ier than before, the elderly may not dissave or sell assets at the
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moment of their retirement. Even if they have a problem with their
health condition, they tend to use financial assets rather than non-
financial assets for medical expenses (Berkowitz and Qiu 2006). A
house, therefore, is likely to be sold by the elderly only as a last
resort. Moreover, older people who hold high net wealth through
retirement may further invest their retirement allowance in housing
or financial assets to receive a regular rental income, thereby causing
housing demand and house prices to increase. This is consistent with
the idea of Lisack, Sajedi, and Thwaites (2021) that falling birth and
death rates affect the fall in real interest rates and the rise in house-
hold debt and house prices because older people are likely to have
high wealth levels throughout their retirement. Consequently, it is
challenging to conjecture the relationship between population aging
and house prices. The first hypothesis in this paper is as follows:

Hypothesis 1. Due to extended life expectancy, districts with
high elderly dependency ratios expect to experience house price
appreciation.

Another demographic trend is a rise in the number of single-
person households. Few studies have investigated the effects of
single-person households on house prices. The recent surge in single-
person households is mainly associated with unmarried or divorced
segments of the population. Many young people tend to delay their
marriage and live alone because of financial difficulties or lifestyle
choices, mostly belonging to low-income groups. Statistics Korea
(2018) releases information that indicates that the homeownership
ratio in a single-person household is about 30 percent, while that in a
multiple-person household accounts for over 55 percent in 2018. This
indicates that one-person households relative to multiple-person
households are likely to have fewer incentives to purchase houses.
This fact is consistent with Krainer (2005), documenting that peo-
ple tend to buy houses when they form a family. Once the family
formation is delayed, housing purchases are likely to be postponed,
as well. They tend to have a different consumption pattern from
multiple-person households, excluding house purchases. Moreover,
single-person households do not receive extra financial support or
subsidies from the government for their house purchases, such as a
large loan with a low interest rate, relative to multiple-person house-
holds. This makes it more difficult for single-person households to
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possess their own home by taking out a loan from financial interme-
diaries. Therefore, we expect housing demand and house prices to
decrease with a rise in single-person households.

Hypothesis 2. Districts with a high number of single-person house-
holds are likely to face house price drops with reduced demand for
housing, probably because of financial difficulties or delayed family
formation.

Numerous studies have examined the effects of macroprudential
policies on credit growth and house price growth, focusing on their
overall impact on the economy (Cerutti, Claessens, and Laeven 2017;
Claessens, Ghosh, and Mihet 2013; De Araujo, Barroso, and Gonza-
lez 2020; Gambacorta and Murcia 2020; Igan and Kang 2011; Jung
and Lee 2017; Revelo, Lucotte, and Pradines-Jobet 2020). Theo-
retically, to cope with systemic risk, limits on LTV and DTI are
expected to prevent a feedback loop between credit extension and
house prices. If the regulations are effective, loosening LTV and DTI
limits would lead to house price appreciation, while tightening them
would drive house price depreciation.

However, few studies have examined how macroprudential poli-
cies affect specific demographic groups, namely the elderly and
single-person households. Since LTV and DTI limits are highly asso-
ciated with housing values and income, the impacts of demographic
groups on house prices differ by income and wealth levels. The elderly
tend to maintain their wealth, although they may dissave (Lisack,
Sajedi, and Thwaites 2021). Due to their irregular and low-income
status, they are likely to be constrained by DTI rather than LTV
limits. In contrast, single-person households are generally likely to
belong to low-income groups. Those with low incomes may not be eli-
gible for mortgages from financial intermediaries, and their demand
for housing may not be high. Consequently, single-person households
may not respond strongly to macroprudential policies since they can-
not or do not need to take out mortgages. This leads to our third
hypothesis that the impact of demographic groups on house prices
would vary depending on macroprudential policies.

Hypothesis 3. Given changes in macroprudential policies, the
impact of heterogeneous demographic groups on house prices may
differ, as each group has a diverse economic status.
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3. A Background to the Korean Housing Market

The Korean housing market is an ideal laboratory for investigat-
ing the relationship between demographic changes, macroprudential
policies, and house prices in two respects. The first is the rapid
demographic change that is affecting the overall housing market.
The second is Korea’s long-standing experience of operating macro-
prudential policies by introducing LTV and DTI regulations in 2002
and 2005, respectively.

3.1 Demographic Structure and Korean Housing Market

Over the past decade, population aging and the rising number
of single-person households have transformed Korea’s demographic
structure. Figure 1 shows recent demographic changes in Korea.
Panel A shows the trends in the dependency ratio, the youth depen-
dency ratio, and the elderly dependency ratio. The dependency ratio
is relatively stable at approximately 35 percent. However, its decom-
position exhibits a distinctive trend. The youth dependency ratio
decreases from 24 percent to 17 percent because of a low fertility
rate, whereas the old dependency ratio increases from 12 percent
to 18 percent because of extended life expectancy. Panel B shows
an increasing proportion of single-person households in Korea from
30 percent to 35 percent between 2008 and 2017.8 The maps of
Seoul in panels C and D show that the elderly dependency ratio
and proportion of single-person households have changed over time
and across districts. Consistent with our earlier results, both ratios
increased in 2017 relative to 2008. Additionally, panel A of Appen-
dix B9 shows that young single-person households aged 20 to 39
account for approximately 35 percent of the total number of house-
holds, higher than other age groups. The ratio of older single-person
households shows the fastest growth trend.

8Statistics Korea released information showing that the percent of single-
person households in 2017 was about 28.6 percent. The reason why the ratio
is higher in our sample than at the national level is because we focus only on
metropolitan areas. This indirectly suggests that single-person households seem
to congregate in big cities.

9We do introduce some statistics and figures to provide some background to
the Korean housing market, but those variables, as shown in Appendix B, were
not used in our district level analyses.
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Figure 1. Recent Demographic Changes in Korea

Note: DEPENDENCY is the ratio of the dependent population to the working-
age population (those between the ages of 15 and 64); ELDERLY and YOUTH
are the ratio of the elderly population (those over the age of 64) or the youth
population (those under the age of 15) to the working-age population. Single-
person households is the ratio of single-person households to the total number of
households.

This demographic transformation is likely to affect the demand
for occupancy types, housing properties, and the composition of
household loans. First, such changes affect occupancy types by
household type. Panel B of Appendix B shows that the share of
owner-occupied households and monthly rent with deposits rose
by 1.3 percentage points (pp) and 5.8 pp between 2008 and 2017,
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respectively. However, the percentage of Jeonsei contracts, that is,
a monthly rent combined with a very high refundable deposit, has
dropped by 7.1 pp (panel C). The share of homeownership among
the elderly is the highest at about 70 percent, and it also shows
an increasing trend (panels C and D). Net worth also shows an
upward trend, supporting the tendency of older adults to own a home
or alternative investment during retirement owing to increased life
expectancy (panel E). Conversely, the homeownership rate of single-
person households tends to be lower than multi-family households,
and their primary occupancy type is the monthly rent (panel F).

Second, its transformation can affect demand for housing prop-
erties in terms of housing size and dwelling age. The Korea Housing
Survey (Statistics Korea 2016) shows that dwelling size is highly
associated with family size, and single-person households occupy
smaller dwellings. As for self-owned households, those aged up to
their early 40s occupy larger-sized housing units, but those older
than 60 tend to reduce their residence size, consistent with the life
cycle. Furthermore, the survey shows that older people stay longer
in identical residences because they prefer to stay in familiar places.

Finally, household loan compositions can be influenced by demo-
graphic changes. Bank of Korea (2019) shows that the elderly tend
to maintain a high growth rate in household loans compared with
other age groups, mostly for rental properties, the establishment of
self-employed businesses, or simply as demand for living expenses.
This implies that older people make alternative investments as their
life expectancy increases, taking a substantial amount of household
debt (panels G and H in Appendix B).

3.2 Macroprudential Policies

Macroprudential policies have been actively implemented in Korea
because of volatile house prices and financial market cycles. The
introduction of LTV and DTI regulations in 2002 and 2005 can be
characterized in several ways: First, they operate in a countercycli-
cal manner, using tightening policies when house prices or household
loans rise and loosening policies in the opposite cases. In Figure 2,
panel A shows the LTV and DTI limit trends, indicating that the reg-
ulations were repeatedly eased and strengthened at the district level
over the sample period. For example, LTV and DTI regulations were



Vol. 19 No. 5 Demographic Shifts, Macroprudential Policies 13

Figure 2. Macroprudential and Monetary Policies

Note: Macroprudential policy measures are computed using the weighted average
of the following components: the targeted area, type of regulated financial insti-
tution, house type, dwelling size, house price, and loan type. LTV and DTI limits
are 100 for districts with no regulations and 0 for districts where the absolute
changes in policy level are lower than 3 percentage points.

relaxed simultaneously in August 2014 to standardize regulations
across all districts, thus reducing any regulatory arbitrage. The reg-
ulations were strengthened again in 2018 to stabilize excessive house
price increases. Second, the regulations target a district rather than
a national basis, designating specific districts as “speculative zones”
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or “overheated speculative zones.” Panels C and D show that the
maximum LTV and DTI levels changed across districts in the maps
of Seoul. Compared with 2017, they were generally more strictly
applied in 2008, targeting a specific part of Seoul such as Gangnam
district with lower LTV and DTI limits than other areas. Finally, the
applied regulation limits differ across types of financial institutions.
The LTV and DTI limits have been used differently between banks
and non-bank financial institutions.

Moreover, panel B shows that policy rates in Korea dropped
from 5 percent to 2 percent during the global financial crisis (2008–
09). Interest rate hikes and cuts have been repeated since 2008.
Mortgage interest rates have moved in tandem with policy rates,
although the level is higher, moving between 3 percent and 8 percent.
These graphs indicate that macroprudential and monetary policies
frequently changed in Korea over the sample period.

4. Data Sources, Variables, and Descriptive Statistics

4.1 Data Sources and Variables

The contributions of this paper are that it uses a unique
disaggregated-level data set including demographic variables, macro-
prudential measures, and house price indices. We obtain quarterly
data for the residential property sector, household leverage regula-
tions, and demographic factors in 95 districts in Seoul metropoli-
tan areas and five non-Seoul metropolitan cities in Korea over the
period from 2008:Q1 to 2017:Q4. Data on real estate transactions
and prices are collected from the Ministry of Land, Infrastructure
and Transport (MOLIT). This paper considers only apartments for
the analyses, which account for about 70 percent of the national
Korean housing supply. According to Korean housing laws, both
buyers and sellers must report their transaction information, i.e.,
trade date, trade value, residential address, housing type, housing
age, number of square meters, floor or story in the building, etc.,
to the government agency within 60 days of the conclusion of their
contract. After collecting these data, the MOLIT publicly releases
them on its website.10 These real housing transaction data have the

10http://rt.molit.go.kr.

http://rt.molit.go.kr
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advantages that (i) they can minimize the sample bias with more
accurate and timely information, relative to the survey data, and
(ii) their extensive data coverage, including all transactions across
the whole country, as well as the amount of trading information,
enables us to estimate a house price index in different dimensions.

Using this data, we estimate quarterly house price indices based
on the standard Case and Shiller (1987) repeat sales methodology
at the district level. We further construct a variety of house price
indices by property type, such as the price of the property, age,
and dwelling size, applying the Case and Shiller methodology. See
Appendix C for a detailed explanation of the construction of the
house price indices. The demographic variables, the age distribution
of the population, and the number of family members per household
are obtained from the Ministry of the Interior and Safety. According
to OECD statistics, the dependent population is usually defined as
the youth population (those under the age of 15) and the elderly pop-
ulation (those over the age of 64), and the working-age population
is defined as those between the ages of 15 and 64. Following these
definitions, we compute an elderly dependency ratio (ELDERLY) as
the ratio of the elderly population to the working-age population.
Additionally, we define the ratio of single-person households (SIN-
GLE) as the number of single-person households to the total num-
ber of households. We gather information about the LTV and DTI
regulations from the Financial Supervisory Service and the Finan-
cial Services Commission. For our empirical analysis, we use the
dummy-type policy action indicators and the quantified macropru-
dential policy measures at the district level. Specifically, we quantify
district-level LTV and DTI limits based on different criteria (e.g.,
the targeted area, the type of regulated financial institution, house
type, dwelling size, house price, and loan type) as the weight and
computed the weighted average of the LTV and DTI limits for each
district. Detailed information about the computation of LTV and
DTI limits appears in Appendix D.

In addition, we use district and city characteristics or macro-
economic variables in our empirical tests. We collect district-level
information about the number of unsold newly built residential units
(UNSOLD) from Real Estate 114. The number of housing starts
and building permits (SUPPLY) is collected from the Ministry of
Land, Infrastructure and Transport (MOLIT). Macroeconomic data
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about mortgage loan rates (MORATE), the gross domestic prod-
uct (GDP), and monetary growth (M2) are also obtained from the
Bank of Korea. A detailed explanation of the variables is introduced
in Table A.1 in Appendix A.

4.2 Descriptive Statistics

Table 1 provides summary statistics for our sample of 95 districts
in Seoul and non-Seoul metropolitan areas over 39 quarters. All the
real price indices are constructed using the standard Case-Shiller
(1987) repeat sales method. The quarterly mean, minimum, and
maximum of the real house price growth are 0.25 percent, −15.6 per-
cent, and 16.5 percent, respectively. The standard deviation of house
prices within and between groups is 2.64 and 0.56, implying that the
within-group variation is greater than the between-groups variation.
The mean of the house price growth among the low-, medium- and
high-priced houses are 0.37 percent, −0.26 percent, and −0.59 per-
cent, respectively, indicating that houses below KRW 300 million
have risen more than any other properties valued at over KRW 300
million between 2008 and 2017. The mean of the house price growth
in the small and large houses is 0.46 percent and −0.19 percent,
respectively, indicating that houses smaller than 85 square meters
(m2) have increased compared with larger houses. The mean of the
house price growth among the new, middle, and old houses is 0.05
percent, 0.37 percent, and 0.45 percent, respectively, implying that
house price growth for old houses is greater than that for the other
types of houses. This indicates that house price growth at the dis-
trict level has risen substantially for low-priced, small-sized, and old
houses.

The table also provides information about demographic vari-
ables. The average age per district is 38.39, with ages ranging
between 31.47 and 47.44, and the average number of family mem-
bers per household being 2.53. The mean, minimum, and maximum
of the growth of the elderly dependency ratio are 1.10 percent,
−1.98 percent, and 4.83 percent. Those of the growth rate of single-
person households are 0.36 percent, −4.93 percent, and 7.17 percent,
respectively.

The standard deviation of the growth of the elderly dependency
ratio within and between the group is 0.44 and 0.36, while that of
the single-person household share within and between the group is
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0.77 and 0.28. Additionally, the variables for the sources of financing
are shown: The mean of the limit of the loan-to-value ratio (LTV)
and debt-to-income ratio (DTI) is 65.23 percent and 78.09 percent,
respectively, and the minimum (maximum) of the LTV and DTI
is 40.86 percent (79.45 percent) and 40.72 percent (100 percent),
respectively, indicating that the regulations controlling the LTV and
DTI ratios appear to have been imposed differently across districts
and time. The mean, minimum, and maximum of the mortgage
rate (MORATE) are 4.30 percent, 2.72 percent, and 7.27 percent,
respectively.

5. Empirical Results

This section conducts regression analyses to examine how house
prices are related to demographic variables, macroprudential poli-
cies, and various district/city attributes. In the first set of regres-
sions, we analyze how population age and family size affect house
price growth as a preliminary test for the in-depth understanding of
their distributional effects. We then focus on the elderly dependency
ratio and proportion of single-person households in the second set.
More specifically, we examine whether the elderly dependency ratio
or proportion of single-person households significantly affect house
prices at the district level. The third set shows how macroprudential
policies affect the associations between demographic variables and
house prices. In other words, we investigate whether or not, given the
changes in LTV and DTI limits, house prices move in the intended
policy direction in districts where the elderly dependency ratio and
the single-person household share are high.

5.1 Demographic Structures and House Price Growth

In order to understand the distribution of population age segments
and family size at the district level, we examine the direct rela-
tionship between the age, age squared, the number of family mem-
bers per household, and house price growth as our preliminary test
after controlling for variables such as the cost of financing, demand
and supply for housing, and macroeconomic variables. Referring to
Favara and Imbs (2015), Kuttner and Shim (2016), and Takáts
(2012), we set up the regression model, including the relationship
between demographic variables, macroprudential policies, and house
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prices. Natural logarithms are employed to get elasticity for the con-
trol variables. The specific regression models for population age and
the number of family members per household are as follows:

dlog(HPI)icty = b1AGEit−1 + b2AGE2
it−1 + b3NFAMit−1

+ b4MaPPit−1 + b5MaPPit−2 + bjXit−1

+ αi + λcy + eicty, (1)

where the subscript i, c, t, and y denote district, city, quarter,
and year, respectively. The dependent variable, dlog(HPI), is the
log changes in the house price index at the district level. The con-
trol variables are lagged one period to mitigate possible endogeneity
problems: AGE is the mean of age; NFAM is the average number of
family members per household; and MaPP is the indicators of instru-
ments or the quantifier for instruments, the loan-to-value limits
(LTV ) and the debt-to-income limits (DTI ). Following Alam et al.
(2019) and Richter, Schularick, and Shim (2019), we construct the
indicators of LTV and DTI limits, LTV IDX and DTI IDX , record-
ing tightening actions (−1), loosening actions (1), and no changes
(0). The quantified measures, dlog(LTV) and dlog(DTI), are com-
puted, using the weighted average of the following components: the
targeted area, type of regulated financial institution, house type,
dwelling size, house price, and loan type. A vector Xi,t−1 includes
the lagged district control variables and the lagged macroeconomic
control variables: dlog(HH) is the log changes in the number of
households; dlog(SUPPLY) is the log changes in supply, which is
the sum of the number of permissions and the number of construc-
tions; dlog(UNSOLD) is the log changes in the ratio of unsold newly
built housing inventory relative to the total number of households;
dlog(MORATE) is the log change in the mortgage loan interest rate;
dlog(M2) is the log changes in the monetary aggregate (M2); and
dlog(GDP) is the log changes in the gross domestic product.11 The
district fixed effects (αi) control for unobserved time-invariant differ-
ences across districts. The city-by-year fixed effects (λcy) control for
unobserved, time-varying differences across cities such as city-level

11Our main results regarding the effects of demographic variables on house
price growth are qualitatively similar regardless of whether or not we include
additional macroeconomic variables like inflation.
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business cycles or housing demand. The inclusion of city-by-year
fixed effects enables us to get robust estimates by dealing with many
unobservable omitted variables that could otherwise cause confound-
ing effects. Clustered standard errors at the district level are esti-
mated from 2,935 district-quarter observations (Petersen 2009). We
find that the hypothesis on panel unit root is not rejected for the level
of log house prices, but it is rejected for the difference in log house
prices. Since the series on log house prices are non-stationary, we
choose the log difference in house price index as our main dependent
variable.

Table 2 shows the results when the average age and age squared
variables are included as demographic variables. To determine the
number of lags where LTV and DTI regulations become effective,
we use different lags and scales. Specifically, only one- or two-time
lags are included to minimize the overlapping problem between reg-
ulations, considering the characteristics of the housing market where
there is no direct regulatory effect immediately after the introduction
of the policies.

Columns 1 and 2 are the results for the index of LTV and DTI
limits, and columns 3 and 4 show the quantified LTV and DTI limits.
Columns 1 through 4 show that the regression coefficients on AGE
are all positive, whereas those on AGE 2 are all negative across model
specifications, indicating an inverted U shape. That is, the direct
effect of age is to increase house price growth to about the age of
51–64,12 after which it appears to level off or even decline. We also
find that the coefficients on NFAM are positive and significant, indi-
cating that an increase in the average number of family members per
household is associated with an increase in house price growth.

Generally, increases (decreases) in LTV and DTI values are
regarded as loosening (tightening) policies. Therefore, the positive
relationship between the policies and house prices implies that the
regulations are effective. Our empirical results show that house prices
increase (decrease) from the two quarters after LTV and DTI limits
increase (decrease) (columns 1 and 4). Specifically, columns 3 and
4 show that an increase (a decrease) in the LTV and DTI ratios
by 10 percent implies approximately 0.6 percent and 0.3 percent
higher (lower) house prices in two quarters, not one quarter after the

12Age∗ = −b1/2b2.
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Table 2. Demographic Structures
and House Price Growth

Index of LTV and DTI Quantified LTV and DTI

Variables (1) (2) (3) (4)

AGEit−1 2.143** 2.224*** 2.348*** 2.437***
(2.53) (2.81) (2.84) (3.14)

AGE2
it−1 –0.021** –0.018** –0.23** –0.019**

(–2.07) (–2.01) (–2.33) (–2.23)
NFAMit−1 7.222*** 8.055***

(3.18) (3.45)
LTVit−1 –1.492*** –1.464*** –0.105*** –0.104***

(–9.58) (–9.42) (–5.89) (–5.88)
DTIit−1 –0.434*** –0.451*** –0.022*** –0.022***

(–3.47) (–3.62) (–5.69) (–5.76)
LTVit−2 1.193*** 1.187*** 0.056*** 0.057***

(6.52) (6.51) (3.38) (3.40)
DTIit−2 1.076*** 1.090*** 0.025*** 0.026***

(6.53) (6.63) (6.95) (7.05)
dlog(HH)it−1 0.079 0.119 0.101 0.145

(0.83) (1.30) (1.03) (1.55)
dlog(SUPPLY)it−1 –0.002*** –0.002*** –0.002*** –0.002***

(–6.81) (–6.77) (–6.63) (–6.58)
dlog(UNSOLD)it−1 –0.001*** –0.001*** –0.001** –0.001**

(–3.01) (–2.99) (–2.56) (–2.54)
dlog(MORATE)t−1 –0.009 –0.009 –0.009 –0.009

(–0.79) (–0.77) (–0.87) (–0.83)
dlog(M2)t−1 0.016 0.010 –0.102 –0.107

(0.12) (0.07) (–0.83) (–0.87)
dlog(GDP)t−1 0.056 0.057 0.230*** 0.231***

(0.75) (0.77) (3.62) (3.64)

Observations 2,935 2,935 2,935 2,935
Number of Districts 93 93 93 93
Adjusted R2 0.35 0.35 0.35 0.35
District FE Yes Yes Yes Yes
CITY*YEAR FE Yes Yes Yes Yes

Note: This table reports the results of the regressions with district dummies and
clustered standard errors at the district level. i, c, and t index the district, city, and
time, respectively. The dependent variable is dlog(HPI)it, the log changes in the real
house price index. The independent variables are as follows: AGEit−1 is the aver-
age age of each district. NFAMit−1 is the average number of family members. LTV
and DTI are either the index of LTV and DTI {LTVIDX, DTIIDX} or the quanti-
fied measures of LTV and DTI {dlog(LTV), dlog(DTI)}. All variables are defined
in Appendix A. The t-statistics are in parentheses, and *, **, and *** denote the
significance levels of 10 percent, 5 percent, and 1 percent, respectively.
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implementation of policies.13 This suggests that house prices do not
seem to respond immediately after implementing a macroprudential
policy (Jung and Lee 2017).

We control for other factors associated with house price growth
and find that most variables appear to have the expected signs, but
the statistical significance varies across the model specifications. We
can see the negative coefficient on the interest rate (dMORATE ),
supporting the idea of Bernanke and Blinder (1992) that short-
term interest rates might therefore be just as essential fundamen-
tals for house prices as longer-term rates because an increase in the
mortgage interest rate has a negative effect on house price growth,
but it is statistically insignificant. The demand factors for housing,
such as the coefficient on dlog(HH), are positive, indicating that an
increase in the demographic size and household income increases
house price growth, consistent with previous studies (Capozza et al.
2002) although it is statistically insignificant. The supply factors,
the coefficient on dlog(SUPPLY) and dlog(UNSOLD), are negative
and significant, supporting the idea that an increase in supply or
unsold apartments leads to driving down house prices. In the unre-
ported table, we confirm that the positive autocorrelation of the
house price growth results is qualitatively similar to those excluding
lagged house price growth. Lastly, the coefficient on dlog(GDP), the
business cycle, is positive, consistent with existing papers, showing
that house prices tend to increase during boom periods (Agnello and
Schuknecht 2011), and the coefficient on dlog(M2), monetary liquid-
ity, are insignificant or show different signs with our expectation that
ample liquidity would lead to house price appreciation.14

5.2 Dependency Ratios, Single-Person
Households, House Prices

In our preliminary analysis, we confirm that our empirical results
show that house prices tend to increase with age but at a diminishing

13Referring to Takáts (2012), we interpret the coefficients as elasticities when
the regression is on log differences.

14Since previous studies show that rising house prices are associated with
the abundant liquidity or global liquidity (Cesa-Bianchi, Cespedes, and Rebucci
2015), we include a global liquidity indicator instead of log of M2 and find that the
results of two variables are qualitatively similar. Macroeconomic variables may
have unexpected signs because our model includes the city-by-year fixed effects.



Vol. 19 No. 5 Demographic Shifts, Macroprudential Policies 23

rate, indicating the presence of an inflection point. Although we find
that an increase in house price growth begins to slow after a certain
age, it is still possible that the aging population is positively related
to house price growth. We further show that house price growth
increases with extended family size.

To estimate the direct demographic effects in this subsection, we
introduce the elderly dependency ratio and single-person household
share, referring to Takáts (2012).

dlog(HPI)icty = b0 + b1dlog(ELDERLY)it−1 + b2dlog(SINGLE)it−1

+ b3MaPPit−1 + b4MaPPit−2 + bjXit−1

+ αi + λcy + eicty, (2)

where ELDERLY is the elderly dependency ratio15 and SINGLE is
the percentage of single-person households. All other variables (X)
are the same as those defined in regression Equation (1).

The results are shown in Table 3. Our empirical evidence
using the district-level data suggests that the coefficients on
dlog(ELDERLY) are positive and significant regardless of the model
specifications (columns 1 through 4), implying that house prices
increase when a district has a high elderly dependency ratio. Specif-
ically, a 1 percent increase in the elderly dependency ratio is associ-
ated with 0.44–0.54 percent increases in house prices at the district
level. From the earlier section, we confirm that an increase in the
rate of house price growth begins to slow down after the age of 51–
64. However, we still find that the elderly aged 65 and over lead to a
rise in house prices because they are likely to be preparing for their
future by purchasing houses or delaying their sale in light of their
extended life expectancy. Therefore, this result supports Hypothesis
1 rather than the asset meltdown hypothesis or the life-cycle theory.

Moreover, Appendix B supports our conclusion. The report from
Statistics Korea (2018) shows that (i) the homeownership ratio and
the number of homeowners of those aged over 60 or 70 increased

15There are two representative measures to estimate the extent of aging—the
elderly ratio and the elderly dependency ratio. The difference between the two
arises from the denominator. One is the population, and the other is the working-
age population. In the unreported table, we confirm that our results are robust
to the elderly ratio.
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Table 3. Demographic Structures
and House Price Growth

Index of LTV and DTI Quantified LTV and DTI

Variables (1) (2) (3) (4)

dlog(ELDERLY)it−1 0.468*** 0.436*** 0.529*** 0.544***
(4.39) (4.13) (4.78) (4.97)

dlog(SINGLE)it−1 –0.206*** –0.168** –0.155** –0.186***
(–3.22) (–2.55) (–2.35) (–2.92)

LTVit−1 –1.482*** –1.541*** –0.088*** –0.103***
(–9.59) (–9.78) (–5.47) (–5.73)

DTIit−1 0.114 –0.405*** –0.022*** –0.023***
(1.03) (–3.09) (–5.56) (–5.81)

LTVit−2 1.131*** 0.051***
(6.17) (3.11)

DTIit−2 1.041*** 0.024***
(6.29) (6.70)

dlog(HH)it−1 0.208** 0.198** 0.279*** 0.252***
(2.31) (2.27) (3.10) (2.91)

dlog(SUPPLY)it−1 –0.002*** –0.002*** –0.002*** –0.002***
(–5.76) (–6.09) (–5.80) (–5.84)

dlog(UNSOLD)it−1 –0.001*** –0.001*** –0.001*** –0.001***
(–3.38) (–3.09) (–2.85) (–2.65)

dlog(MORATE)t−1 –0.042*** –0.011 –0.038*** –0.011
(–3.22) (–0.96) (–3.13) (–1.04)

dlog(M2)t−1 –0.335*** –0.045 –0.395*** –0.181
(–3.20) (–0.34) (–3.75) (–1.51)

dlog(GDP)t−1 0.213*** 0.106 0.294*** 0.288***
(3.32) (1.40) (4.97) (4.81)

Observations 2,935 2,935 2,935 2,935
Number of Districts 93 93 93 93
Adjusted R2 0.32 0.35 0.33 0.34
District FE Yes Yes Yes Yes
CITY*YEAR FE Yes Yes Yes Yes

Note: This table reports the results of regression with district dummies and clus-
tered standard errors at the district level over the period from 2008:Q1 to 2017:Q4.
i, c, and t index the district, city, and time, respectively. The dependent variable is
dlog(HPI)it, the log changes in the real house price index. The independent variables
are as follows: dlog(ELDERLY)it−1 is the log changes in the elderly dependency
ratio. dlog(SINGLE)it−1 is the log changes in the ratio of single-person households.
LTV and DTI are either the index of LTV and DTI {LTVIDX, DTIIDX} or the quan-
tified measures of LTV and DTI {dlog(LTV), dlog(DTI)}. All variables are defined
in Appendix A. The t-statistics are in parentheses, and *, **, and *** denote the
significance levels of 10 percent, 5 percent, and 1 percent, respectively.
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during the period between 2012 and 2018, as shown in panel D, and
that (ii) the net worth of those aged over 60 tends to have a sim-
ilar increasing trend with those aged between 40 and 49, as shown
in panel E. Overall, our result suggests that an aging population is
not likely to dampen the current Korean housing market because the
elderly in our sample period have experienced Korea’s dramatic eco-
nomic development and because they have a chance to accumulate
their wealth.16

Additionally, the results show that the coefficients on
dlog(SINGLE) are negative and significant (columns 1 and 4), imply-
ing that house prices fall in districts with a higher ratio of single-
person households. Notably, we find that a 1 percent increase in the
ratio of single-person households is related to about 0.16–0.21 per-
cent lower house prices. This evidence supports Hypothesis 2, which
posits that an increase in the number of single-person households
leads to lower house prices because they have fewer incentives to buy
houses than do multi-person households. Overall, our analyses indi-
cate that demographic changes are one of the essential determinants
of house prices.

5.3 Single-Person Households and House
Prices within Age Groups

Panel A of Appendix B shows that single-person households consist
of two types: younger and older people. Over 2015–17, the ratio of
younger single-person households (aged 20 to 39) holds a persistently
high level (about 35 percent), whereas the ratio of older single-person
households shows an increasing trend from 30 percent to 33 percent.
If more seniors account for large parts of single-person households,
identifying the two combined effects may be warranted. To separate
these possibilities, we split the districts into three (H, M, L) accord-
ing to the level of the elderly dependency ratio for each quarter. We
then conduct sensitivity analyses using the baseline regression model
(2) after excluding dlog(ELDERLY) because subgroups are formed
based on the elderly dependency ratios.

16Note that our results do not indicate that aging would not be a potential risk
in the future because we do not differentiate between the cohort effect and the
aging effect due to the short sample period in this study.
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Table 4 shows that the coefficient on dlog(SINGLE) is nega-
tive regardless of the models, but statistically significant only in the
group of the low elderly dependency ratio (columns 3 and 6). This
implies that districts with a low proportion of aged single-person
households significantly experience house price drops. This result,
therefore, supports Hypothesis 2, which suggests that districts with
a high number of single-person households, especially younger peo-
ple, are likely to face house price drops with reduced demand for
housing, probably because of financial difficulties or delayed family
formation. Additionally, the correlation between dlog(SINGLE) and
dlog(ELDERLY) in the unreported table is as low as 0.15. Therefore,
our results suggest that the combined effect of these two variables is
unlikely to cause identification problems.

5.4 Interaction between Demographic Variables and
Macroprudential Policies

Previous studies have focused on the effectiveness of macropruden-
tial policies, such as limits on LTV and DTI ratios in a cross-country
context (Alam et al. 2019; Cerutti, Claessens, and Laeven 2017;
Claessens, Ghosh, and Mihet 2013; Richter, Schularick, and Shim
2019). However, it remains unknown how these policies affect spe-
cific demographic groups. The objective of macroprudential policy,
in general, is to minimize systemic risk and control financial booms
to reduce the cost of financial instability across the overall econ-
omy. The earlier results show that the LTV and DTI regulations
overall appear to be effective from the two quarters after the policy
implementation in Korea (Tables 2 through 5). However, it remains
unclear how heterogeneous demographic groups respond to macro-
prudential policies.

Considering that housing values and income mainly determine
LTV and DTI limits, respectively, with given changes in macropru-
dential policies, the responses of heterogeneous demographic groups
to house prices can differ depending on their economic attributes,
such as income and wealth. For instance, the elderly tend to main-
tain high net wealth with irregular incomes, whereas single-person
households belong to low-income groups. Therefore, the responses
to macroprudential policies between the two groups may not be
identical.
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To understand their responses to macroprudential policies more
directly, we perform the regression analyses, including the inter-
action terms between demographic variables and macroprudential
policy measures in the baseline model (2). The DEMO variables
are denoted by the elderly dependency ratio (ELDERLY) or the
ratio of single-person households (SINGLE). We construct the inter-
action terms between demographic variables, dlog(ELDERLY) or
dlog(SINGLE), and macroprudential policy variables, the maximum
of LTV and DTI limits.

Table 5 shows how the LTV and DTI regulations affect the rela-
tionship between demographic groups and house prices at the dis-
trict level. Columns 1 and 2 are the results for the index of LTV
and DTI limits, and columns 3 and 4 are those of the quantified
LTV and DTI limits (dlog(LTV) and dlog(DTI)). Note that increases
(decreases) in the index and quantified LTV and DTI limits imply
loosening (tightening) policies. Therefore, the desired policy expec-
tation is that loosening policies will appreciate house prices while
tightening policies will depreciate them. Columns 1 and 3 are the
results when DEMO is the elderly dependency ratio, and columns 2
and 4 when it is the ratio of single-person households.

The table shows that the coefficients of dlog(ELDERLY) are pos-
itively related to house prices, and the interaction terms (LTV t−1 ×
dlog(ELDERLY)) are positive and significant. This indicates that
the positive effects of the growth of the elderly dependency ratio
on house price growth become greater (smaller) from the first quar-
ter when the maximum of LTV ratios are loosened (tightened) or
the percentage change in maximum LTV ratios increases (decreases)
(columns 1 and 3). However, neither of the coefficients of DTI ×
dlog(ELDERLY) are significantly different from zero. Consequently,
with given changes in LTV limits, house prices respond to the
intended direction in districts where the elderly dependency ratio is
high. As shown in Appendix B, evidence suggests that older people
may increase their investment in housing by taking more mortgage
loans when LTV limits are loosened. However, they do not respond to
DTI limits because they are easily constrained due to their irregular
and low income.

Additionally, the results show that given changes in LTV and
DTI limits, house prices do not change to the intended direction
in districts where the ratio of single-person households is high.
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The coefficients of the interaction terms (LTV × dlog(SINGLE),
DTI × dlog(SINGLE)) are insignificant or negative for the index
and quantified LTV and DTI limits. The negative interaction term
(LTV t−1 × dlog(SINGLE)) implies that house prices move opposite
the intended direction in districts where the single-person household
share is high (columns 2 and 4). In other words, this contrasts with
the desired policy expectation that loosening (tightening) macro-
prudential policies would lead to house price appreciation (depreci-
ation). Single-person households are more likely to belong to low-
income groups. That is, those with low incomes may not be eligi-
ble for mortgages from financial intermediaries, and their demand
for housing may not be high. Consequently, single-person house-
holds may not respond strongly to macroprudential policies, as they
cannot or do not need to take out a mortgage.

Overall, the empirical evidence supports Hypothesis 3 that with
given changes in macroprudential policies, the effects of heteroge-
neous demographic groups on house prices can differ depending on
their economic status, such as their wealth or income level.

5.5 Demographic Variables and House
Prices by Property Types

In the earlier subsections, we find that house prices tend to increase
in districts with large elderly populations and decrease in those with
sizable single-person households. As shown in Figure 3, the pace of
house price change differs depending on the property type, such as
housing value, dwelling size, and housing age, leading to different
results. For example, the elderly population may live in the same
area or apartment with a strong preference for older residences.
Or households with budget constraints may respond to changes
in the financing conditions by purchasing smaller or lower-priced
residences.

To assess how demographic variables affect house prices by prop-
erty type, we estimate regression model (2) using various house price
indices by property types (e.g., housing value, dwelling size, and
house age) as our dependent variables. In Table 6, columns 1, 2, and
3 show the results when the dependent variable is the log changes in
the house price index by low-priced, medium-priced, and high-priced
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Figure 3. House Prices in Korea

Note: All real house price series are computed based on the standard Case and
Shiller (1987) repeat sales methodology. The base year is 2010.
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tiers; columns 4 and 5 show the results when the dependent vari-
able is the house price index by small-sized and large-sized tiers; and
columns 6, 7, and 8 show the results when the dependent variable is
the house price index by new, medium, old houses, respectively.

We find that the coefficients on dlog(ELDERLY) are positively
and significantly related to house prices for all types except for the
high-valued houses. The coefficients for dlog(SINGLE) are signif-
icant and negative for all types except for high-valued and large
housing. Overall, these results support the earlier findings that the
districts with a high elderly dependency ratio see house price appre-
ciation, whereas the districts with a high proportion of single-person
households experience house price depreciation regardless of the type
of housing. We then compare the coefficients within the same prop-
erty types. When the growth rates of the elderly dependency ratio
increase by 1 percentage point, the growth rates of house prices
by medium-valued, large-sized, and old houses increase most by
0.57 pp, 0.58 pp, and 0.82 pp, respectively. Probably, the more sig-
nificant effects of the elderly on those houses can be explained by the
redevelopment of the old places where many aged people live. On
the other hand, the districts where the proportion of single-person
households is high experience a fall in house prices most among
low-priced, small-sized, and old houses. This result appears to be
related to occupancy type where single-person households live in
non-residential areas with monthly rent and a large deposit.

5.6 Subsample Results

Figure 3 shows that house prices in Korea have risen sharply since
2013, suggesting the possibility of a structural break. House prices
in the post-crisis period may grow fast as liquidity becomes abun-
dant owing to accommodative policy responses to the global financial
crisis.

To shed further light on the effect of demographic variables on
house prices in the pre- and post-2013 periods, we estimate the
regression model (2) by adding a dummy variable for the post-
2013 period (POST ) and interaction terms between POST and
dlog(ELDERLY) or between POST and dlog(SINGLE).

Table 7 provides the estimation results. The coefficients of POST
are positive and significant, indicating that house price growth has
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Table 7. Subperiods

Index of LTV Quantified LTV
and DTI and DTI

Variables (1) (2)

dlog(ELDERLY)it−1 0.302** 0.425***
(2.16) (2.98)

dlog(SINGLE)it−1 –0.191** –0.194***
(–2.55) (–2.64)

dlog(ELDERLY)it−1*POST 0.295* 0.263
(1.77) (1.61)

dlog(SINGLE)it−1*POST 0.149 0.057
(1.10) (0.41)

POST 1.365*** 1.353***
(3.20) (3.21)

LTVit−1 –1.561*** –0.104***
(–9.87) (–5.74)

DTIit−1 –0.382*** –0.023***
(–2.89) (–5.61)

LTVit−2 1.137*** 0.050***
(6.16) (3.09)

DTIit−2 1.038*** 0.024***
(6.24) (6.67)

dlog(HH)it−1 0.225** 0.270***
(2.31) (2.81)

dlog(SUPPLY)it−1 –0.002*** –0.002***
(–6.12) (–5.89)

dlog(UNSOLD)it−1 –0.001*** –0.001***
(–3.11) (–2.66)

dlog(MORATE)t−1 –0.010 –0.011
(–0.89) (–1.00)

dlog(M2)t−1 –0.0.23 –0.165
(–0.17) (–1.35)

dlog(GDP)t−1 0.103 0.284***
(1.37) (4.75)

Observations 2,935 2,935
Number of Districts 93 93
Adjusted R2 0.35 0.34
District FE Yes Yes
CITY*YEAR FE Yes Yes

Note: This table reports the results of regressions with district dummies and clustered
standard errors at the district level. i, c, and t index the district, city, and time, respec-
tively. The dependent variable is dlog(HPI)it, the log changes in the real house price index.
The independent variables are as follows: dlog(ELDERLY)it−1 is the log changes in the
elderly dependency ratio. dlog(SINGLE)it−1 is the log changes in the ratio of single-person
households. POST equals one for the period from 2013, and zero otherwise. LTV and DTI
are either the index of LTV and DTI {LTVIDX, DTIIDX} or the quantified measures of
LTV and DTI {dlog(LTV), dlog(DTI)}. The t-statistics are in parentheses, and *, **, and
*** denote the significance levels of 10 percent, 5 percent, and 1 percent, respectively.
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significantly increased to 1.35 pp or 1.37 pp depending on macro-
prudential policy measures. This implies that house price growth
in Korea increased substantially in the post-2013 period. The coeffi-
cients of dlog(ELDERLY) and dlog(SINGLE) are positive and nega-
tive, respectively, in the pre-2013 period, consistent with our earlier
results. The coefficients of POST × dlog(ELDERLY) are positive
and significant at the 10 percent level, indicating that the positive
effect of the elderly dependency ratio on house prices is stronger
in the post-2013 period (column 1). In contrast, the coefficients of
POST × dlog(SINGLE) are insignificant, implying that the nega-
tive effect of single-person households has no significant difference
between the pre- and post-2013 periods.

5.7 Potential Reverse Causality

In the previous section, we confirm that house prices tend to increase
in districts with a high elderly dependency ratio, while they tend to
drop in districts with a higher proportion of single-person house-
holds. However, there is the possibility that this relationship could
arise due to reverse causality. For example, the elderly populations
that attempts to invest with retirement funds may prefer to buy
residential units with increasing prices, expecting higher returns on
their investment. Or, there is also the possibility that higher house
prices or rapid house price growth may discourage marriage and
thus increase the number/share of single-person households in that
district.

Since reciprocal causality leads to biased estimations, we check
this possibility for robustness using the following Equation (3).

dlog(DEMO)icty = b0 + b1dlog(HPI)it−1 + b2MaPPit−1

+ b3MaPPit−2 + bjXit−1 +αi +λcy +eicty, (3)

where DEMO implies ELDERLY or SINGLE, where ELDERLY is
the elderly dependency ratio, and SINGLE is the ratio of single-
person households. The definitions of other variables are the same
as those in Equation (1). As shown in Equation (3), we use the
demographic variables as dependent variables and the one-quarter
lagged house price growth as independent variables after controlling
for the variables used in the previous analyses. Columns 1 and 3 in
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Table 8 show the results when the log changes in the elderly depen-
dency ratio are the dependent variable; columns 2 and 4 show the
results when the log changes in the ratio of single-person households
are the dependent variable.

The coefficients on dlog(HPI) are all insignificant for the regres-
sion equations of the elderly dependency ratio and the ratio of single-
person households (columns 1 through 4). These results suggest that
reciprocal causation does not seem to be an issue for the relation-
ship of house price growth with the elderly dependency ratios and
the ratio of single-person households.

5.8 Alternative Estimation Methodology: GMM

To check the robustness of the earlier results, we use the traditional
first-differenced GMM or one-step GMM estimator as proposed by
Arellano and Bond (1991) for reducing potential endogeneity. The
one-step GMM method requires lagged levels of the dependent vari-
able as instrument variables to reduce the endogeneity and remove
any district-fixed effects. Table 9 shows that our empirical results
pass the Arellano-Bond criteria, testing the validity of model speci-
fication. Specifically, our AR (2) values are all valid at the 5 per-
cent significance level with insignificance. We also find that the
Sargen test and the Hansen test of overriding restrictions and the
difference-in-Hansen tests of exogeneity of instruments do not reject
the hypothesis that the GMM instruments are exogeneous and valid
for our model.

Table 9 shows that the coefficients on dlog(ELDERLY) are
positive and significant (columns 1 through 4), whereas those on
dlog(SINGLE) are negative and significant (columns 2 and 4), con-
sistent with our earlier analyses. These results indicate that dis-
tricts with a high elderly dependency ratio experience house price
appreciation, whereas the districts with a high proportion of single-
person households see house price depreciation. The effects of demo-
graphic variables on house price growth are robust regardless of the
regression schemes used.

6. Conclusion

Demographics—population aging and the rising number of single-
person households—have been rapidly transforming over recent
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years. One of the central questions is how such demographic shifts
affect house prices. Only a few studies have examined this issue
empirically, and even the existing evidence, mainly from aggre-
gated data, has been mixed. Based on a unique data set includ-
ing quantified macroprudential policy measures and various house
price indices across 95 districts in Korea from 2008:Q1 to 2017:Q4,
we shed some additional light on how the elderly population and
single-person households affect house prices. Additionally, we inves-
tigate how macroprudential policies affect the relationship between
demographic variables and house prices.

Our key findings can be summarized as follows: First, house price
growth increases in districts with age, but at a diminishing rate, and
they grow in districts as family sizes expand. Second, house prices
appear to increase in districts with a high elderly dependency ratio,
seemingly because of an extended life expectancy that induces the
elderly to prepare for their future. This result indicates that aging
is unlikely to drive house prices down, in contrast to what the life-
cycle hypothesis and asset meltdown hypothesis would imply. Third,
house prices fall in districts with a high proportion of single-person
households because of their low demand for housing, low-income
level, delayed family formation, or the absence of favorable housing
policies for single-person households. Finally, the effect of hetero-
geneous demographic groups on house prices differs according to
macroprudential policy measures. The positive effects of the elderly
dependency ratio on house prices become stronger with loosening
LTV limit regulations, but they are not influenced by changes in
DTI limits. Evidence suggests that older people may take (reduce)
household loans to purchase residential units when the LTV lim-
its are loosened (tightened). Conversely, house prices do not change
in desired policy direction in districts with a high proportion of
single-person households as changes occur in LTV and DTI limits.
This implies that such households are unlikely to respond to the
desired policy directions, possibly because of their ineligibility for
loans owing to their low income or lack of additional funding.

Overall, our findings suggest that demographic variables substan-
tially affect house prices in Korea. Since impending demographic
changes are global phenomena, the topics similar to this study
deserve further study in other countries, serving as valuable infor-
mation for policymakers, homeowners, and academia alike.
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Appendix B. Background to the Korean Housing Market



42 International Journal of Central Banking December 2023

Appendix C. Constructing House Price Indices

Using real transaction data, we construct quarterly house price
indices based on the standard Case and Shiller (1987) repeat sales
methodology at the district level by normalizing the index so that
the year 2010 has a value of 100. The sample for the repeat sales
methodology includes trading, which occurs at least once for the
same housing unit. We consider apartments located on the same
floor, in the same building, and of the same size to be the same
units. We compute price changes between two arms-length sales of
the same home and construct the house price index, using the robust
interval and value-weighted arithmetic repeat sales indices (Robust
IVWARS). We further construct a variety of house price indices by
property types, such as the price of the property, age of the build-
ing, and dwelling size, applying the Case and Shiller methodology.
More specifically, we classify the transaction data into the following
seven subgroups: three groups based on house value (low-tier, below
KRW 300 million; medium-tier, KRW 300–600 million; and high-
tier, over KRW 600 million), two groups based on dwelling sizes
(small, below 85m2/915 square feet; and large, above 85m2), and
then two groups based on housing unit ages (new, below 10 years;
middle, 20–20 years; old, 20–30 years). Each portfolio is formed
based on criteria where the initial transactions were included. We
do not rebalance portfolios for every transaction because the Case
and Shiller methodology requires a pair of sales of housing trans-
actions for the same unit. That is, only residences with more than
one transaction are included in our sample for estimating the house
price indices. More detail about the methodology can be found in
Case and Shiller (1987).

Appendix D. Computing Macroprudential
Policy Measures

We quantify the strengths of the limits on loan-to-value (LTV) ratios
and debt-to-income (DTI) ratios based on application ranges and
areas. The LTV and DTI regulations have been actively imple-
mented in a highly complex manner since their introduction in 2002
and 2005, respectively. LTV and DTI limits are applied differently
to each district, classifying districts by specific criteria, such as
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“speculative areas,” “overheated speculative areas,” or “non-
speculative areas.” They are assigned differently based on financial
institutions, housing type, collateral values, housing size, and loan
maturity. More specifically, LTV limits are designated differently
depending on specific categories such as housing values (house prices
exceeding (falling below) over KRW 600 million), loan maturity (less
than 3 years, 3–10 years, and over 10 years), and type of financial
institution (bank and insurance companies versus non-banks finan-
cial institutions).17 Similarly, DTI limits are determined by housing
values (below KRW 300 million, KRW 300–600 million, and over
KRW 600 million), loan amounts (below KRW 50 million, KRW 50–
100 million, and over KRW 100 million), and housing size (housing
size exceeding (falling below) the average national housing size) and
type of financial institution.

Based on this information, we construct the quantified LTV and
DTI limits at the district level by unifying them across the subdi-
vided categories. We first calculate the ratio of the actual housing
transaction and the proportion of loan amount as a weight for each
category. We then take the weighted average of the LTV and DTI
limits at the district level. Lastly, we set LTV and DTI limits to
100 for districts where no regulations are applied and 0 for districts
where the absolute changes in policy level are lower than 3 pp. This
condition enables us to exclude cases where the regulation effects
are negligible.

Additionally, we construct a dummy type of the LTV and DTI
limits, commonly used macroprudential policy measures using our
quantified measures. Referring to Alam et al. (2019) and Richter,
Schularick, and Shim (2019), we construct dummy variables, tak-
ing the value of −1 for tightening policies, 1 for loosening, and 0
otherwise.

References

Agnello, L., and L. Schuknecht. 2011. “Booms and Busts in Housing
Markets: Determinants and Implications.” Journal of Housing
Economics 20 (3): 171–90.

17Detailed information about the time series and categories of LTV and DTI
regulations can be provided on request.



44 International Journal of Central Banking December 2023

Alam, Z., A. Alter, J. Eiseman, G. Gelos, H. Kang, M. Narita, E.
Nier, and N. Wang. 2019. “Digging Deeper —Evidence on the
Effects of Macroprudential Policies from a New Database.” IMF
Working Paper No. 19/66.

Ando, A., and F. Modigliani. 1963. “The Life Cycle Hypothesis of
Saving: Aggregate Implications and Tests.” American Economic
Review 53 (1): 55–84.

Arellano, M., and S. Bond. 1991. “Some Tests of Specification
for Panel Data: Monte Carlo Evidence and an Application to
Employment Equations.” Review of Economic Studies 58 (2):
277–97.

Bakshi, G. S., and Z. Chen. 1994. “Baby Boom, Population Aging,
and Capital Markets.” Journal of Business 67: 165–202.

Bank of Korea. 2019. “Financial Stability Report.” (December).
https://www.bok.or.kr/eng/bbs/E0000737/list.do?menuNo=
400042.

Berkowitz, M. K., and J. Qiu. 2006. “A Further Look at Household
Portfolio Choice and Health Status.” Journal of Banking and
Finance 30 (4): 1201–17.

Bernanke, B., and A. S. Blinder. 1992. “The Federal Funds Rate
and the Transmission of Monetary Policy.” American Economic
Review 82 (4): 901–21.

Capozza, D., P. Hendershott, C. Mack, and C. Mayer. 2002. “Deter-
minants of Real House Price Dynamics.” NBER Working Paper
No. 9262.

Case, B., H. O. Pollakowski, and S. M. Wachter. 1991. “On Choosing
among House Price Index Methodologies.” Real Estate Econom-
ics 19 (3): 286–307.

Case, K. E., and R. J. Shiller. 1987. “Prices of Single-Family Homes
Since 1970: New Indices for Four Cities.” New England Economic
Review (September): 45–56.

———. 2003. “Is There a Bubble in the Housing Market?” Brookings
Papers on Economic Activity 2003 (2): 299–362.

Cerutti, E., S. Claessens, and L. Laeven. 2017. “The Use and Effec-
tiveness of Macroprudential Policies: New Evidence.” Journal of
Financial Stability 28 (February): 203–24.

Cesa-Bianchi, A., L. F. Cespedes, and A. Rebucci. 2015. “Global
Liquidity, House Prices, and the Macroeconomy: Evidence from

https://www.bok.or.kr/eng/bbs/E0000737/list.do?menuNo=400042
https://www.bok.or.kr/eng/bbs/E0000737/list.do?menuNo=400042


Vol. 19 No. 5 Demographic Shifts, Macroprudential Policies 45

Advanced and Emerging Economies.” Journal of Money, Credit
and Banking 47 (S1): 301–35.

Chiyachantana, C. N., P. K. Jain, C. Jiang, and R. A. Wood. 2004.
“International Evidence on Institutional Trading Behavior and
Price Impact.” Journal of Finance 59 (2): 869–98.

Claessens, S., S. R. Ghosh, and R. Mihet. 2013. “Macro-prudential
Policies to Mitigate Financial System Vulnerabilities.” Journal
of International Money and Finance 39 (December): 153–85.

Claessens, S., M. A. Kose, and M. E. Terrones. 2012. “How Do Busi-
ness and Financial Cycles Interact?” Journal of International
Economics 87 (1): 178–90.

De Araujo, D. K. G., J. B. R. B. Barroso, and R. B. Gonzalez.
2020. “Loan-to-Value Policy and Housing Finance: Effects on
Constrained Borrowers.” Journal of Financial Intermediation
42 (April): Article 100830.

Eichholtz, P., and T. Lindenthal. 2014. “Demographics, Human Cap-
ital, and the Demand for Housing.” Journal of Housing Econom-
ics 26 (December): 19–32.

Engelhardt, G. V., and J. M. Poterba. 1991. “House Prices and
Demographic Change: Canadian Evidence.” Regional Science
and Urban Economics 21 (4): 539–46.

Favara, G., and J. Imbs. 2015. “Credit Supply and the Price of
Housing.” American Economic Review 105 (3): 958–92.

Gambacorta, L., and A. Murcia. 2020. “The Impact of Macropru-
dential Policies in Latin America: An Empirical Analysis Using
Credit Registry Data.” Journal of Financial Intermediation
42 (April): Article 100828.

Glaeser, E. L., and J. Gyourko. 2005. “Urban Decline and Durable
Housing.” Journal of Political Economy 113 (2): 345–75.

Glaeser, E. L., J. Gyourko, and A. Saiz. 2008. “Housing Supply and
Housing Bubbles.” Journal of Urban Economics 64 (2): 198–217.

Hartmann, P. 2015. “Real Estate Markets and Macroprudential Pol-
icy in Europe.” Journal of Money, Credit and Banking 47 (S1):
69–80.

Hiller, N., and O. W. Lerbs. 2016. “Aging and Urban House Prices.”
Regional Science and Urban Economics 60 (September): 276–91.

Hort, K. 1998. “The Determinants of Urban House Price Fluctu-
ations in Sweden 1968-1994.” Journal of Housing Economics
7 (2): 93–120.



46 International Journal of Central Banking December 2023

Igan, D., and H. Kang. 2011. “Do Loan-to-Value and Debt-to-Income
Limits Work? Evidence from Korea.” IMF Working Paper
No. 11/297.

Jung, H., and J. Lee. 2017. “The Effects of Macroprudential Poli-
cies on House Prices: Evidence from an Event Study Using
Korean Real Transaction Data.” Journal of Financial Stability
31 (August): 167–85.

Krainer, J. 2005. “Housing Markets and Demographics.” FRBSF
Economic Letter No. 2005-21 (August 26).

Kuttner, K. N., and I. Shim. 2016. “Can Non-interest Rate Poli-
cies Stabilize Housing Markets? Evidence from a Panel of 57
Economies.” Journal of Financial Stability 26 (October): 31–44.

Lisack, N., R. Sajedi, and G. Thwaites. 2021. “Population Aging and
the Macroeconomy.” International Journal of Central Banking
17 (2, June): 43–80.

Mankiw, N. G., and D. N. Weil. 1989. “The Baby Boom, the Baby
Bust, and the Housing Market.” Regional Science and Urban
Economics 19 (2): 235–58.
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1. Introduction

Interest in financial cycles has increased sharply in recent years. This
reflects an intellectual shift towards viewing financial developments
as an integral part of business cycle fluctuations. Broadly speaking,
financial cycles can be thought of as the self-reinforcing interactions
between perceptions of value and risk, attitudes towards risk, and
financing constraints, which translate into booms followed by busts
(Borio 2014). Despite the ubiquitous use of the term, there remains
a substantial degree of ambiguity. This pertains, above all, to the
variables that characterize the cycle and the degree to which inter-
nal and external developments play a role. It is particularly useful
to distinguish between two notions of the financial cycle prominent
in the burgeoning literature: the “domestic financial cycle” (DFC)
and the “global financial cycle” (GFCy). Both notions have a long
lineage.

The DFC focuses on how financial conditions within individual
economies lead to boom-bust cycles there. The notion dates back
to at least the 19th century (e.g., Overstone 1857), was popular-
ized by Fisher (1933), articulated most prominently in the works
of von Mises (1912) and Hayek (1933), and revived in the post-war
era by Minsky (1982) and Kindleberger (2000).1 These ideas have
regained prominence more recently in the “lean versus clean” debate
with respect to monetary policy (Bernanke and Gertler 1999; Borio
and Lowe 2002; Borio and White 2004; Bean 2009; Smets 2014;
Aikman, Haldane, and Nelson 2015; International Monetary Fund
(IMF) 2015; and Svensson 2017)2 and again in the aftermath of the
Great Financial Crisis (GFC) of 2007–09, as reflected in efforts to
incorporate the role of financial factors into macro models.3

1See Besomi (2006) for a historical survey of the notion. For a review of the
more recent literature, see Claessens and Kose (2018).

2The “lean versus clean” debate refers to the opposing views regarding how
policymakers should approach financial imbalances. One side of the debate argues
that authorities should lean against buildups in financial imbalances by, for exam-
ple, tightening policy preemptively. The other side, in contrast, favors a strategy
of ex post policy easing, i.e., cleaning, in the aftermath of the bust.

3Brunnermeier, Eisenbach, and Sannikov (2013) and Gertler and Gilchrist
(2018) provide a review of the recent literature. The self-reinforcing relation-
ship between leverage, asset prices, net worth, and collateral constraints loosely
referred to as the “leverage cycle” has also been studied in Geanakoplos (2010)
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The GFCy focuses on how global financial conditions affect indi-
vidual economies. The notion is of more recent vintage. In the
1990s, the analysis of “push” versus “pull” factors behind cross-
border capital flows recognized the importance of external financial
conditions (Calvo, Leiderman, and Reinhart 1993, 1996; Fratzscher
2012). The role of global financial conditions was subsequently high-
lighted by the literature on “sudden stops” (Calvo and Reinhart
2000; Forbes and Warnock 2012). These ideas regained prominence
in the “dilemma versus trilemma” debate sparked by Passari and
Rey (2015) and Rey (2015).4 The authors stressed the existence of
an important common component in global risky asset prices driven
by risk appetite and U.S. monetary policy. A subsequent comple-
mentary literature strand has focused on the tendency of banking
systems and cross-border banking flows to expand balance sheets in
good times and contract them in bad times, giving rise to cycles
in global liquidity (Bruno and Shin 2015a, 2015b; Cesa-Bianchi,
Ferrero, and Rebucci 2018; Kalemli-Özcan 2019; Avdjiev et al.
2020).5

Against this backdrop, our aim is to explore how the two types of
financial cycle are related analytically and empirically. Given their
prominence, we will take as benchmarks two characterizations that
are representative of the broader literature. For the DFC, we take as
our starting point the measure proposed by Drehmann, Borio, and
Tsatsaronis (2012), which builds on previous Bank for International
Settlements (BIS) work; for the GFCy, we focus on the measure put
forward by Rey (2015) and updated in Miranda-Agrippino, Nenova,
and Rey (2020).

The key takeaways from our investigation along the two dimen-
sions examined are as follows (summarized in Table 1).

and Adrian and Shin (2014) and draws on the vast literature on the financial
accelerator (Bernanke, Gertler, and Gilchrist 1999). Beaudry, Galizia, and Portier
(2020) provide a particularly interesting attempt to generate endogenous cycles
within a standard New Keynesian framework.

4The well-known trilemma in international finance states that it is impossible
to simultaneously have independent monetary policy, free capital flows, and fixed
exchange rates. Rey (2015) argues that the existence of a global financial cycle
turns this into a dilemma: independent monetary policy is only possible if the
capital account is managed, directly or indirectly.

5Cerutti, Claessens, and Rose (2019), Kaminsky (2019), Koepke (2019), and
Kalemli-Özcan and Kwak (2020) provide comprehensive reviews of the literature.
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First, from an analytical perspective, the two concepts have a
common basis—the ebbs and flows of financial risk-taking and risk
avoidance as reflected in funding conditions and asset prices. In this
sense, they are variations on a theme. But there are also substan-
tial differences. Naturally, in terms of geography: the DFC describes
conditions in individual countries; the GFCy captures co-movements
of external conditions across countries. And there are differences in
the quantities and asset classes involved. The DFC stresses credit
and property prices; the GFC, cross-border debt and equity flows
and financial asset prices. These features are mirrored in the focus
of the respective policy debates: “lean versus clean” for the domestic
cycle and “dilemma versus trilemma” for its global counterpart.

Second, from an empirical perspective, three features stand out.
The GFCy has a duration similar to that of the business cycle
as traditionally measured in economic analysis (two to eight years
being the typical range) and co-moves strongly with output fluc-
tuations in this frequency range; the DFC is much longer, some-
times twice as long, and is closely related to the pronounced, but
typically neglected, medium-term fluctuations in output. Moreover,
while DFCs do co-move in some instances, they can also be highly
asynchronous; the GFCy is, by definition, global, although it is
explained mainly by developments in advanced economies (AEs).
That said, the GFCy and DFCs come together around crises, when
output declines are largest—a kind of turbocharging effect. The
twin cycles can thus be quite damaging, putting a premium on
policy to reign them in. The structure of the paper is as fol-
lows. Section 2 sets out the analytical relationship between the
two financial cycles. Section 3 highlights their main empirical fea-
tures, notably examining the relationship between the two and
their link with output. The last section concludes with some policy
reflections.

2. Global and Domestic Financial Cycles:
The Analytical Relationship

The DFC and the GFCy are fundamentally related concepts.
They share the same analytical basis drawing on the notion of
“procyclicality”—defined as the proclivity of financial markets,
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or the financial system more broadly, to amplify, rather than
dampen, economic fluctuations (e.g., Borio, Furfine, and Lowe 2001,
Brunnermeier et al. 2009). This proclivity reflects those mechanisms
that lead to a self-reinforcing interaction between funding conditions,
risk-taking, asset prices, and the accumulation of stock imbalances,
mainly in the form of debt.

This interaction has an inherently cyclical character. The con-
traction phase is a consequence of the expansion phase that precedes
it, and vice versa. The busts are linked to the prior booms.

Underlying this perspective is a notion of risk that has a distinct
intertemporal dimension. This is a clear departure from the notion of
risk in the literature on efficient asset pricing—the idea of a “random
walk”—or embedded in typical macroeconomic models—the “shock
plus propagation and return to steady state” paradigm.6 Accord-
ing to this cycle notion, risk is not low during expansions and high
during contractions; rather, risk builds up in expansions and mate-
rializes in contractions. This explains why, before serious financial
stress, risk spreads are unusually narrow, volatilities unusually low,
asset prices unusually high, and credit unusually buoyant—and why
they adjust sharply in the opposite direction once risk materializes.7

The analyses of both the DFC and GFCy attribute a prominent
role to monetary policy. Monetary policy is seen to exert a powerful
influence on financial conditions, both within and across borders. In
a sense, monetary policy sets the universal price of leverage, which
has a pervasive effect on credit, asset prices, and risk-taking. In the
case of the DFC, short-term-focused policy rules can increase the fre-
quency of boom-bust cycles, lowering average real interest rates and
output over time (Juselius et al. 2017, Rungcharoenkitkul, Borio,
and Disyatat 2019). In turn, for the GFCy, it is U.S. monetary pol-
icy shocks, in particular, that induce co-movements in asset prices

6For the notion of efficient markets, see, e.g., Fama (1991); for the shock-plus-
propagation approach to the business cycle, see, e.g., Woodford (2003), who lays
out the benchmark New Keynesian model, built on a real business cycle core by
adding nominal rigidities, such as sluggish price adjustments.

7Encouragingly, some of the more recent macro-financial models have exam-
ined how large departures from the steady state (which feature financial crises
and severe recessions) can be the endogenous outcome of a boom-bust cycle rather
than a large shock (e.g., Boissay, Collard, and Smets 2016).
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and capital flows across countries—the very definition of the global
financial cycle (Miranda-Agrippino and Rey 2020).

The two cycles differ in terms of the quantities and asset prices
on which they focus. In the case of the DFC, the focus is on credit
and property prices; in that of the GFCy, on international capi-
tal flows and prices of risky financial assets. The reason for this
difference is the original focus of the analysis: for the DFC, bank-
ing crises—consistent with numerous studies that have found strong
credit and/or asset price increases, beyond historical norms, to be
useful leading indicators of crises (e.g., Schularick and Taylor 2012;
Jordà, Schularick, and Taylor 2016; Aldasoro, Borio, and Drehmann
2018); for the GFCy, capital flows—in line with the literature on
“sudden stops,” which highlights the disruptive role of capital flow
surges and reversals in the context of emerging market economies
(EMEs) (e.g., Calvo and Reinhart 2000).8

More subtly, the balance of the analysis differs. That of the DFC
focuses on the accumulation of vulnerabilities and the underlying
imbalances; that of the GFCy on the propagation of financial condi-
tions across countries and, more specifically, from the United States
to the rest of the world. To a large extent, this difference carries
over to the policy discussion. That for the DFC centers primarily
on ways of restraining expansions and the associated risks. Think
of the “lean versus clean” debate: should monetary policy seek to
restrain financial booms or just soften the blow after the bust? Can
macroprudential measures do the whole job during the boom or do
they need a helping hand from monetary policy?9 With respect to
the GFCy, the policy discussion deals primarily with ways in which
countries on the receiving end can cope with the cycle’s impact. This
is the “dilemma versus trilemma” debate and that on cross-border
financial spillovers. In particular, if capital flows are unrestricted, can
flexible exchange rates allow monetary policy to sufficiently influence

8Over the past few years, there has been a growing recognition that gross cap-
ital flows are more important than net capital flows (and current account imbal-
ances) in driving cross-border financial developments (e.g., Borio and Disyatat
2011, Forbes and Warnock 2012).

9See, e.g., Bernanke and Gertler (1999), Borio and White (2004), Bean (2009),
Borio (2014), Aikman, Haldane, and Nelson (2015), IMF (2015), and Svensson
(2017). Smets (2014) includes a literature review.
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domestic financial conditions?10 If not, what other policies can help
(e.g., foreign exchange intervention, capital flow management meas-
ures, etc.)? Meanwhile, far less attention has been paid to what the
country or countries at the source of the GFCy can do (Rajan 2019).

3. Global and Domestic Financial Cycles:
The Empirical Relationship

How can the DFC and the GFCy best be characterized empiri-
cally? How are the two related? We analyze these issues along three
dimensions: (i) the cycles’ degree of synchronicity across countries;
(ii) their duration; and (iii) their relationship with output fluctu-
ations. The last question is important because it connects most
directly to the policy discussion.

Depending on the variable of interest, we focus on two specific
frequency bands that have been widely employed in the literature:
a short-term band, spanning 5 to 32 quarters, typical of traditional
business cycle analysis; and a medium-term band, in the range of
32 to 120 quarters, emphasized in the analysis of DFCs. To iso-
late the frequencies, we utilize the Christiano and Fitzgerald (2003)
bandpass filter.

The data for our analysis come from several sources. Those on
DFCs and their components (credit-to-GDP, real credit, and house
prices) are from the respective BIS databases, which are in turn
compiled from national sources. For the estimation of the GFCy, we
use data on gross capital flows from the IMF Balance of Payments
(BoP) database as well as the GFCy measure of Miranda-Agrippino,
Nenova, and Rey (2020) and Miranda-Agrippino and Rey (2020).
Finally, seasonally adjusted real GDP growth comes from national
sources.

Our benchmark (“long”) sample covers the period between
1981:Q1 and 2018:Q4. In some of our empirical exercises, we also
employ an alternative (“short”) sample. It starts in 1996:Q1 but
covers a larger number of countries for all the key variables we exam-
ine. For example, the long (short) sample contains capital flow data

10 See, e.g., Obstfeld (2015).
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for 31 (49) countries and real credit data for 30 (40) countries. The
appendix provides more details on the data.

3.1 Measurement

The empirical characterization of the DFC has largely focused on
indices that combine credit and asset prices, often from a medium-
term perspective. Prominent examples are Claessens, Kose, and
Terrones (2012) and Drehmann, Borio, and Tsatsaronis (2012). A
sizable literature has explored the empirical properties of the cycle.
The approaches vary, including turning-point analysis using the dat-
ing algorithms of Bry and Boschan (1971) and Harding and Pagan
(2002) (e.g., Claessens, Kose, and Terrones 2011; Drehmann, Borio,
and Tsatsaronis 2012), frequency-based filters (Drehmann, Borio,
and Tsatsaronis 2012; Aikman, Haldane, and Nelson 2015), model-
based filters (e.g., Galati et al. 2016; de Winter et al. 2017), and spec-
tral or wavelet analysis (Verona 2016; Strohsal, Proaño, and Wolters
2019). This body of work indicates that, distinctively, DFCs have a
longer duration and larger amplitude than “traditional” business
cycles, i.e., the notion commonly used by economists and policy-
makers who view these cycles as having a duration of up to eight
years. We choose our benchmark DFC measure based on its promi-
nence in recent policy discussions. That said, it is important to note
that other DFC measures (based on different methods and vari-
able choices) are also available. For example, Schüler, Hiebert, and
Peltonen (2020) relax constraints on cycle duration across countries
while keeping the same set of variables. There is also a large liter-
ature focusing on financial conditions indices that encompass many
financial variables, including the exchange rate (e.g., Hatzius et al.
2010).

We take as benchmark for the DFC a composite index as con-
structed by Drehmann, Borio, and Tsatsaronis (2012). Specifically,
we apply the Christiano and Fitzgerald (2003) bandpass filter to
three series: (i) annual growth rates of credit to the non-financial
private sector; (ii) the ratio of credit to GDP; and (iii) the annual
growth of residential property prices.11 All series are normalized

11We use total credit to the private non-financial sector (obtained from the BIS
credit statistics at https://www.bis.org/statistics/totcredit.htm?m=6 380 669).

https://www.bis.org/statistics/totcredit.htm?m=6_380_669
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to ensure that the units are comparable and can be aggregated.
Credit and residential property prices are in real terms (deflated
by CPI) and in logs. We apply the filter in both the short-term
and the medium-term frequency range, 5 to 32 and 32 to 120
quarters, respectively. Nevertheless, our analysis considers primarily
the medium-term component, which better reflects the slow-moving
cumulative buildup and retrenchment of financial imbalances. Figure
1 displays an estimate of the domestic financial cycle for the United
States, alongside the respective business cycle estimate.

For the GFCy, our starting point is the global common factor
constructed by Miranda-Agrippino, Nenova, and Rey (2020) and
Miranda-Agrippino and Rey (2020). This is generated through a
dynamic factor model using daily data on 858 asset prices (Figure
2, red line). In this paper, we refer to it as the price-based measure
of the GFCy. In light of the recent recognition of the importance
of gross capital flows in driving cross-border financial developments
(e.g., Borio and Disyatat 2011, Forbes and Warnock 2012, Cerutti,
Claessens, and Puy 2019, and Cerutti, Claessens, and Rose 2019),
we complement the above price-based measure with a quantity-based
one. We construct the latter by extracting the first principal com-
ponent of the ratio of gross capital inflows to GDP for each of the
31 countries in our long sample (Figure 2, orange line).12

Figure 2 reveals that the resulting measures of the GFCy are
remarkably similar, despite being derived from completely different
data sets and using different methods.13 We thus combine them into
a single variable by taking their simple average.14 In what follows,

See Dembiermont, Drehmann, and Muksakunratana (2013) for detailed data
definitions (Table 1) and data availability summaries (Table 2).

12Given that gross capital outflows by construction tend to mirror much of
gross capital inflows, the results are very similar if we use gross capital outflows
instead of inflows. Furthermore, the first principal component extracted from the
shorter data set (covering a broader set of 49 countries between 1996:Q1 and
2018:Q4) is virtually identical to our benchmark quantity-based GFCy measure
(correlation 97 percent).

13Recent studies have confirmed this finding using annual data (Davis, Valente,
and van Wincoop 2019; Habib and Venditti 2019).

14While the price- and quantity-based measures generally track each other quite
well, there are a few (rare) differences between the two series. Most notably, in
the aftermath of the GFC, the price-based factor stayed at a slightly higher level
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we use this composite factor, depicted by the blue line in Figure 2,
as our benchmark measure of the GFCy. As in the case of DFCs,
our benchmark GFCy measure is based on its prominence. Neverthe-
less, there are other GFCy measures. GFCys have been analyzed in
terms of co-movements among domestic financial variables, such as
credit, equity prices, and property prices (e.g., Jordà et al. 2018) or
co-movements in international banking flows (e.g., Amiti, McGuire,
and Weinstein 2018). See Miranda-Agrippino and Rey (2022) for a
comprehensive survey of the literature.

Why are the price-based and the quantity-based measures of the
GFCy so similar? Presumably, similar forces are at work. The finding
suggests that large movements in international capital flows coincide
with large movements in risky asset prices, and vice versa. Moreover,
by construction, gross capital flows should be especially sensitive to
shifts in capital reallocations across countries because a given trans-
action will tend to show up in both home and host countries. For
example, if U.S. residents invest in Thailand, this will appear as an
increase in gross inflows to Thailand and a corresponding increase
in gross outflows from the United States.15

Preliminary inspection suggests that the link between the DFC
and GFCy is generally rather weak. Across our sample of 16
countries—those that have data for both variables starting in
1981:Q1—the median correlation is 23 percent. The same conclusion
applies if we restrict our analysis to the first principal component of
the DFCs across countries: the correlation with the GFCy remains
weak (Figure 3, left-hand panel). There appears to be little associ-
ation between the two cycles, except perhaps around peaks of the
DFC (something to which we turn later). This remains true even if
we constrain the DFC to lie within the same short-term frequency

than the quantity-based factor, pointing to a quicker recovery in asset prices.
This may also be relevant from a policy perspective.

15Moreover, financial transactions generally entail “offsetting” gross inflows
and outflows for a given country. In the example above, the increase in gross
inflow to Thailand would typically be accompanied by an increase in gross out-
flows out of Thailand (e.g., as some Thai resident acquires the foreign asset (U.S.
dollars) offered by U.S. residents in exchange for Thai assets). Similarly, gross
outflows out of the United States would usually occur in tandem with a rise in
gross inflows to the country (reflecting the acquisition of U.S. assets by the Thai
resident). These correspondences may not hold in the case of foreign exchange
intervention or payments for goods and services.
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range (5 to 32 quarters) in the right-hand panel of the figure. As we
document below, this finding is not surprising in light of the different
durations inherent in the two cycle measures.

3.2 Cross-Country Synchronicity

How does each type of cycle co-move across countries? In this sub-
section, we will focus on the quantity-based measure of the GFCy for
two main reasons. First, because it is constructed using a country-
specific variable (i.e., the ratio of gross capital inflows to GDP), the
quantity-based measure allows us to examine the individual coun-
try perspective. This is not possible in the case of the price-based
GFCy measure since it is a function of an asset-specific (rather
than a country-specific) variable. Second, the quantity-based meas-
ure delivers a very close approximation of the GFCy due to the close
association between price-based and quantity-based measures of the
GFCy we documented above.

We start by looking at cross-country pairwise correlations. These
tend to be positive, although not very high, for both the DFCs and
gross capital inflows (Figure 4). For the DFCs the median pair-
wise correlation is 0.23, while for capital flows it is 0.12 (left-hand
panel). Importantly, DFC correlations are notably more dispersed.
With respect to capital flows, the correlations tend to be stronger
among AEs: the median correlation for this group is 0.25 compared
with 0.16 for EMEs. This suggests that EMEs may be subject to
more idiosyncratic capital flow shifts, something we confirm below.
More generally, the lower correlations across EMEs may be due to
the larger differences in the structure and depth of their financial
systems.

As a comparison, the pairwise correlations for GDP tend to
be higher and considerably less dispersed (Figure 4, right-hand
panel).16 Their median in the benchmark (long) sample is 0.31.
Moreover, most of these correlations have increased sharply over the
past couple of decades—their median in the sample starting in 1996
is close to 0.40. Figure 5 confirms this feature: summary statistics

16This is consistent with Oman (2019), who finds, using frequency-based filters,
that financial cycles in euro area countries are less synchronized than business
cycles, although the degree of synchronization of financial cycles increases during
crisis times.
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Figure 4. Financial and Business Cycles Are
Positively Correlated across Countries

Note: DFC sample: AU, BE, CA, CH, DE, DK, ES, FI, FR, GB, HK, IE, IT,
JP, KR, NL, NO, SE, US, and ZA. Capital inflows sample: AR, AU, BD, BR,
CA, DE, DK, ES, FI, FR, GB, GR, ID, IE, IL, IN, IS, IT, JP, KR, MX, NL,
NO, NZ, PH, PK, PT, SE, TH, US, and ZA. Real GDP sample: AU, BE, BR,
CA, CH, DE, DK, ES, FI, FR, GB, HK, ID, IS, IT, JP, KR, MX, NL, NO, NZ,
PE, PT, SE, SG, US, and ZA. Each figure plots the distribution of the correla-
tion coefficients (for the variables listed on the horizontal axis) for all possible
pairs of countries listed above, for the period between 1981:Q1 and 2018:Q4. Bars
represent interquartile ranges; dashes represent medians; dots represent means.
The width of each figure is proportional to the probability mass at the respective
correlation coefficient level.
Sources: IMF, Balance of Payments; national data; authors’ calculations.

for 10-year rolling-window pairwise GDP correlations indicate that
output co-movements increased markedly after 2000.

Turning to common variations, DFCs and capital flows both have
sizable first principal components. Table 2 shows the share of vari-
ance explained by the first principal component of each of the two
variables for our benchmark (post-1981) country sample. For capital
flows, the first principal component explains around 22 percent of the
overall movement. This is in line with that of the price-based GFCy
measure of Miranda-Agrippino and Rey (2020), which accounts for
roughly 20 percent of all asset price movements.17 Interestingly, AEs

17Cerutti, Claessens, and Rose (2019) also find similar results.
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Table 2. Principal Component Analysis

Percentage of Variance Explained by the
First Principal Component

Variable All AEs1 EMEs2

Capital Flows/GDP 22.6 32.5 23.4
Domestic Financial Cycle 36.0 40.2 —
Real GDP Growth 37.7 48.8 36.6

1For capital flows: AU, CA, DE, DK, ES, FI, FR GB, GR, IE, IS, IT, JP, NL, NO,
NZ, PT, SE, and US. For DFC: AU, BE, CA, CH, DE, DK, ES, FI, FR, GB, IE, IT,
JP, NL, NO, SE, and US. For real GDP growth: AU, BE, CA, CH, DE, DK, ES, FI,
FR, GB, IS, IT, JP, NL, NO, NZ, PT, SE, and US. 2For capital flows: AR, BD, BR,
ID, IL, IN, KR, MX, PH, PK, TH, and ZA. For real GDP growth: BR, HK, ID, KR,
MX, PE, SG, and ZA. The principal component analysis of the domestic financial
cycle for EMEs is not shown, as data are available only for three countries.
Source: Authors’ calculations.

display a higher degree of cohesion than EMEs—the first principal
component captures around 32 percent of the total variation for AEs,
compared with 23 percent for EMEs. The results using the shorter,
but broader, sample are very similar. In the case of DFCs, the share
explained by the first principal component is even higher (36 per-
cent). Nevertheless, this share is obtained using a smaller sample
of countries, consisting mostly of AEs, and has a higher dispersion
(Figure 4). The common variation is highest for output, especially
among AEs.

The higher first principal component shares for AEs are likely
driven by two sets of factors. First, as discussed above, EMEs tend
to be more heterogeneous in terms of the structure and depth of
their financial systems and economies. Second, AEs tend to be more
closely integrated with each other than EMEs, in both trade and
financial terms (BIS 2017).

3.2.1 How Global Is the Global Financial Cycle?

Policy focuses on the GFCy to the extent that global factors make
it more difficult for authorities to manage local financial conditions
(Cœuré 2015, Powell 2018, BIS 2019, IMF 2020). The importance
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of the issue depends on the degree to which the GFCy drives cap-
ital flows across countries and on how local financial and economic
conditions respond to them. As noted earlier, AEs seem to display
a higher degree of cohesion than EMEs as measured by the share
of variance explained by the first principal component of capital
flows. We thus “look under the hood” of the GFCy to see for which
countries it matters most.

This deeper examination confirms that the GFCy is most rele-
vant for AEs. In fact, it appears to be largely an AE phenomenon.
Figure 6 shows the fraction of the variance of capital flows in a
given country that is explained by the quantity-based GFCy (the
first principal component of capital flows to each country in the
sample). Capital flows to AEs are generally much more closely asso-
ciated with the GFCy than those to EMEs.18 Indeed, the association
is closest for the United States, with the GFCy explaining some 60
percent of the variance. Another way to see this is to compare the
first principal component of capital flows for a subsample consisting
only of AEs with that based on all countries—our quantity-based
GFCy proxy. The left-hand panel of Figure 7 shows that they are
indistinguishable (correlation of 99 percent).

The finding, of course, does not imply that EMEs are insulated
from global capital flows; the relationship is more subtle. Capital
flows to EMEs turn out to be closely associated with the second prin-
cipal component of global gross capital flows—a component which,
by construction, is orthogonal to the first. This second component
is still sizable, as it explains roughly 10 percent of the total varia-
tion in capital flows—about half the size of the first. It lines up very
closely with the first principal component extracted from a subsam-
ple that consists exclusively of EMEs (Figure 7, right-hand panel):
the correlation is 91 percent. Notably, this first principal component
is quite important, explaining 23 percent of all variation in the EME
sample.19

18Disyatat and Rungcharoenkitkul (2017) document similar findings in terms
of cross-country term premia.

19The results are not due to correlated fundamentals. For each country, we
regressed capital inflows/GDP on several domestic variables (output, real credit,
real exchange rate, and equity prices) and extracted principal components from
the residuals. The first principal component of all countries again lines up with
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Our finding that the GFCy is predominantly an AE phenome-
non may seem surprising. Much of the policy discussion has been
couched in terms of the GFCy’s effects on EMEs. We conjecture
that understanding this requires a distinction between exposure and
impact. That is, EMEs may be less exposed to the GFCy, but its
impact on domestic financial conditions may be larger.

Although a proper test would require much more detailed analy-
sis, a first pass at the data appears to support this hypothesis.
More concretely, we estimate the impact of the GFCy on several key
country-specific variables (output, real credit, the real exchange rate,
equity prices, and capital inflows). The left-hand panel of Figure
8 reports the medians of the respective (country-specific) regres-
sion coefficients. Confirming the previous result, capital inflows to
AEs are more sensitive to the GFCy. In addition, while the esti-
mated sensitivities of output and credit are quite similar between
the two country groups, the response of the exchange rate is higher
for EMEs, despite the greater incidence of FX intervention in this
group. Equity prices in EMEs are also more strongly affected by the
GFCy.

What about the impact of the second principal component of
capital flows, which is much more of an EME affair? As expected,
the sensitivities of key variables tend to be considerably higher for
EMEs (Figure 8, right-hand panel). This pattern is especially pro-
nounced for the exchange rate, real credit, capital flows, and, to a
lesser extent, output.

A number of factors could account for the greater sensitivity of
EMEs to the GFCy. These include more shallow financial markets,
weaker institutions, and a more fickle foreign investor base. Cerutti,
Claessens, and Puy (2019), for example, find that those EMEs that
are more dependent on global mutual funds are more sensitive to
global push factors. More importantly, the impact of the exchange
rate itself on economic activity through financial conditions is gen-
erally much higher in EMEs, not least owing to the presence of
currency mismatches (Hofmann, Shim, and Shin 2016; Avdjiev et al.
2019; BIS 2019).

those of AEs, and the second principal component of all countries with those of
EMEs.
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Overall, idiosyncratic factors tend to play a larger role in cap-
ital flows to EMEs than to AEs. As a result, the identified (first)
global principal component—which correlates very closely with the
price-based measure of Miranda-Agrippino and Rey (2020)—does
not fully capture the variation of capital flows to these countries.20

Even so, the impact of the GFCy and capital flow fluctuations on
EMEs’ financial conditions may well be larger than for AEs.

The importance of the second principal component of gross cap-
ital flows as the most relevant measure for EMEs is also highlighted
by its co-movement with the typical drivers of the GFCy (Figure 9).
Specifically, while both the first and the second principal components
of capital flows have a negative and statistically significant relation-
ship with the VIX—the standard measure of risk appetite—the cor-
relation is considerably higher for the second principal component.
Furthermore, two of the other key GFCy drivers identified in the
literature—the U.S. dollar exchange rate and commodity prices—are
also much more strongly correlated with the second principal com-
ponent. Finally, while the correlation of U.S. monetary policy with
the first principal component of capital flows is positive, that with
the second principal component is negative. In other words, higher
U.S. policy rates correlate with lower values of the second principal
component of capital flows (i.e., lower capital flows to EMEs).

3.2.2 How Global Is the Domestic Financial Cycle?

Turning to the DFC, while there exists a sizable common
component—the first principal component of country-specific DFCs
explains 36 percent of total variation—interpreting this as a kind of
“global” cycle warrants caution. The common component is domi-
nated by countries that suffered from the GFC.21 Indeed, the first

20Using a factor model on annual data, Barrot and Serven (2018) find that a
common global factor dominates capital flows to AEs while EME ones are more
subject to idiosyncratic shocks. On the other hand, Cerutti, Claessens, and Puy
(2019) find strong co-movements among EMEs and relatively weaker ones among
AEs. We conjecture that this difference may be related to the shorter sample size
(2001:Q1 to 2015:Q1) as well as the broader set of countries (21 AEs and 33 EMs)
used in the latter paper.

21We select the set of countries that suffered from the GFC based on the
definitions of Laeven and Valencia (2018).
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principal component extracted from just the “GFC” countries is vir-
tually identical to that based on all countries (Figure 10, right-hand
panel).

Individual country DFCs can and do evolve distinctly from one
another (Drehmann, Borio, and Tsatsaronis 2012; Borio, Drehmann,
and Xia 2018; Borio 2019; Kulish and Pagan 2019; Schüler, Hiebert,
and Peltonen 2020). The post-crisis experience highlights this point
very clearly. Countries that suffered from the GFC have seen the
private sector as a whole deleverage over the past decade. Exam-
ples are the United States, the United Kingdom, Spain, and France
(Figure 10, left-hand panel). By contrast, the DFCs of many other
countries (e.g., a number of EMEs, including China, and several
advanced small open economies) dance to different tunes. From an
analytical perspective, to the extent that DFCs are asynchronous,
the impact of the GFCy on individual countries and the associated
policy trade-offs will differ.

3.3 Duration

The duration of cycles is one of their key defining features. It has
important implications not only for their empirical characterization
but also for the design of the most appropriate policy response. The
choice of policy tools to deal with the challenges posed by each
type of financial cycle should be a function of the cycles’ respective
length. More concretely, monetary policy tools, which tend to be
rather nimble and have relatively short implementation lags, should
be better suited to deal with cycles with shorter duration, such as the
GFCy. Meanwhile, macroprudential tools, which tend to be adjusted
infrequently and have longer implementation lags, should be more
appropriate to address cycles with longer duration, such as the DFC
(Borio and Disyatat 2011; BIS 2019; Borio 2019; and Borio, Shim,
and Shin 2022).

What, then, is the duration of the GFCy relative to DFCs, and
how does this relate to business cycles? We investigate this property
first through the analysis of their respective spectral densities and
then by comparing the volatility of their short- and medium-term
components.

Spectral analysis allows us to investigate the periodicities under-
lying any given time series. In particular, the spectral density is
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an alternative way to represent the autocovariance function of a
time series—in the frequency domain instead of the time domain.
The density is estimated by a smoothed periodogram taking a fast
Fourier transform of the sample autocovariances.22 The frequency
band with the greatest contribution to the autocovariance of the
series is considered to be the dominant cycle length, and corresponds
to a peak in the spectral density. Some spectral densities can be
multimodal, indicating that more than one frequency is important
in driving the periodicity of the series.

We calculate the peak frequency of spectral densities on the series
filtered using the short-term (5 to 32 quarters) and medium-term (32
to 120 quarters) frequency bands highlighted above. Applying the
same pre-filtering procedure to all variables facilitates the compar-
ison. We are essentially asking the following question: if the peak
frequency was restricted to lie within each of the above frequency
ranges, what would be the length of the dominant cycle for each
variable? For the GFCy, we use the composite index described in
Section 3.1. For the DFC, we cannot use the composite measure
directly, given that it is constructed based on specific frequency
bands. Instead we examine the DFC’s underlying components—real
credit, the credit-to-GDP ratio, and real property prices.

Our analysis indicates that the cyclicality of the GFCy is consid-
erably shorter than that of the main DFC components (Figure 11).
When restricted to the short-term range, the GFCy spectral density
peaks at just under 3.5 years, compared with over 6.5 years for real
credit and approximately 6 years for credit-to-GDP and real prop-
erty prices. When restricted to the medium-term range, the GFCy
peaks near the bottom of the permissible range (at around 9 years),
while the peaks of the DFC components are close to 20 years.

Interestingly, output displays a duration similar to that of the
DFC component variables. This indicates that it has a significant
medium-term component, even though the bulk of the economic
analysis focuses on the shorter one. In fact, in most countries, the
spectral density of GDP is bimodal: it displays a second distinct,

22A periodogram is defined as the squared correlation between the time series
of interest and the sine/cosine waves at different frequencies spanned by the series
(Venables and Ripley 2002). The series are detrended and demeaned.
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Table 3. Relative Volatilities: Average across Countries

K Flows Real GDP DFC

Start in 1996 (29 Countries)1 0.7 2.2 3.3
Start in 1981 (13 Countries)2 0.7 2.3 4.5

1The 13 countries starting in 1981 plus AU, BR, CL, CZ, GR, HU, ID, IL, JP, LT,
LV, MX, PT, SG, TH, and TR. 2CA, DE, DK, ES, FI, FR, GB, IT, KR, NL, SE,
US, and ZA.
Source: Authors’ calculations.

albeit typically lower, peak at the short-term frequency, the one
consistent with more traditional business cycle analysis.23

As an additional gauge, we compare the relative volatilities of the
medium-term and short-term cyclical components (following Comin
and Gertler 2006 and Drehmann, Borio, and Tsatsaronis 2012).
In this exercise, a ratio higher than 1 implies that medium-term
cycles are relatively more important in shaping the behavior of the
underlying variable.

We calculate the above ratio for each country and report the
mean values in Table 3. The results confirm the previous findings.
For the GFCy, short-term cycles dominate. By contrast, medium-
term cycles are more important for the DFC and output.

The degree of attention paid to the importance of the medium-
term component for DFCs and output has been quite different.
That for the DFC has been amply documented and recognized as
a key feature of this phenomenon. For instance, Claessens, Kose,
and Terrones (2012) and Drehmann, Borio, and Tsatsaronis (2012)
find that credit and house price cycles are longer and more volatile
than business cycles. Aikman, Haldane, and Nelson (2015) similarly
observe an important medium-term component in credit cycles, dis-
tinct from business cycles. These conclusions are also reached by

23For the G-7 countries, and consistently with our results, de Winter et al.
(2017) find that the spectral density of GDP has a clear peak at medium-term
frequencies of roughly 25–30 years as well as one in the shorter frequency range of
2–6 years. For GDP and the financial variables, we also tried a broad frequency
range of 2 to 120 quarters. In all cases, the power spectra peak at the same fre-
quency as when using the 32-to-120-quarter range, confirming that medium-term
cycles are dominant for these variables.
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de Winter et al. (2017), Strohsal, Proaño, and Wolton (2019), and
Schüler, Hiebert, and Peltonen (2020), using different methods. By
contrast, while the dominant medium-term component in GDP has
been documented in Comin and Gertler (2006), it has not attracted
the attention it deserves until much more recently (e.g., Beaudry,
Galizia, and Portier 2020).24 The dominance of this component has
important policy implications (see below).

3.4 Link with Output

Having explored the properties of the financial cycles separately, we
now turn to their link with GDP fluctuations. The relationship is
quite close, but at different frequencies.

The link between the GFCy and the traditional business cycle is
quite tight. This is not surprising, given the GFCy’s relatively short
duration. The left-hand panel of Figure 12 displays the distribution
and the median of the correlation between the GFCy and the busi-
ness cycle at the standard business cycle frequency range (5 to 32
quarters), taking into account possible leads and lags. The correla-
tion is quite strong, peaking at around 0.6 when the GFCy is lagged
by two quarters. This remarkably close association is depicted visu-
ally in the right-hand panel, where the red line represents the GFCy
and the blue lines plot individual countries’ business cycles. A likely
explanation for this strong relationship is that the risky asset prices
underlying the price-based GFCy measure (e.g., equity prices and
credit spreads) naturally co-move with traditional measures of the
business cycle.

In the case of the DFC, there is a remarkably tight link with the
medium-term business cycle.25 Starting with the first principal com-
ponents of the two cycles across countries, Figure 13 shows the strong
association between the two, especially when GDP is lagged by four
quarters. The fact that the DFC lags output has been noted before

24Canova (2019) shows that traditional output gap measures have important
low-frequency variations and argues that greater attention should be paid to
medium-term fluctuations in GDP. Kulish and Pagan (2019) argue that the
presence of medium-term cycles is indicative of the degree of persistence in the
underlying series.

25See also Hiebert, Jaccard, and Schüler (2018) for a comparison of financial
and business cycles for a group of European countries.
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(e.g., Juselius and Drehmann 2015) and mostly reflects the fact that
credit tends to move slowly and flatten (rather than contract) dur-
ing the first few quarters of recessions, before eventually declining.
A key driver is that borrowers tend to draw on their credit lines.
So, output slows down before debt does, pushing the credit-to-GDP
ratio up as the economy slows down.

At the individual country level, the association is particularly
strong in a number of cases. Figure 14 shows the examples of the
United States and the United Kingdom, again with GDP leading
the financial cycle by a year. Remarkably, for both of those coun-
tries, the correlation is as high as around 0.9. For the sample of 19
countries (which have data for both variables starting in 1981:Q1),
the median correlation is 43 percent.

The close connection between financial factors and medium-term
GDP has been noted in previous studies. For the United States and a
small sample of advanced European countries, Rünstler and Vlekke
(2017) find that credit and house price cycles are closely related to
a medium-term component of GDP cycles, with credit cycles tend-
ing to lag GDP cycles by one to three years. Using a multivariate
unobserved components model, de Winter et al. (2017) find that
the co-movement between financial cycles and macroeconomic vari-
ables shows up mainly in the medium term. Most recently, Beaudry,
Galizia, and Portier (2019) have found that hours worked, a key
indicator of business cycles, is most correlated with the credit risk
premium (spread of BAA bonds and federal funds rate), a financial
cycle indicator, at a medium-term frequency of around 10 years.

These results support the notion that macro-financial linkages
constitute an important element of medium-term economic fluctu-
ations and confirm more general evidence and theoretical analy-
ses.26 This contrasts with Comin and Gertler (2006), who focus
on endogenous technological innovation. The mechanisms underly-
ing these linkages deserve further scrutiny. Importantly, fluctuations
at this frequency appear to be more important in explaining the
overall variation in GDP than those at the standard, shorter fre-
quency. And by focusing on shorter cycles, traditional business cycle

26See, e.g., Claessens, Kose, and Terrones (2012), Schularick and Taylor (2012),
Borio (2014), Juselius et al. (2017), and Rungcharoenkitkul, Borio, and Disyatat
(2019).
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analysis neglects these larger and more important movements where
the domestic financial cycle appears to be particularly relevant.

While the results documented in this section reveal interesting
patterns on the links between financial cycles and business cycles,
they do not represent a systematic investigation of those links. Con-
ducting a more thorough empirical investigation, including an analy-
sis and interpretation of the drivers, would be a fruitful area for
future research.

3.5 The Two Cycles Come Together around Crises

Even though the GFCy and DFC do not display a strong and obvi-
ous association, their relationship tightens around crises. We have
already seen earlier some very suggestive evidence that peaks in the
DFC appear to coincide with those in the GFCy. As DFC peaks tend
to occur around banking crises (e.g., Borio 2014), their link around
crises should be tight.

This is indeed what more specific analysis confirms (Figure 15).27

The beginning of (banking) crises is marked by the vertical lines at
zero. Conditional on a crisis episode, we compute the average of the
relevant indicator in the quarters preceding and following it.28 We
see that both the GFCy and the DFC are on the upswing in the
run-up to crises, although the DFC’s expansion is more pronounced
and takes place earlier. Capital flows also rise before crises, with the
effects more clearly visible for AEs. For EMEs, the run-up in the sec-
ond principal component of capital flows—as noted, a more relevant

27Financial cycle peaks tend to usher in recessions and to coincide with banking
distress. Borio, Drehmann, and Xia (2018, 2019) find that, since 1985, DFC prox-
ies have tended to outperform the term spread, for both advanced and emerging
market economies, as indicators of recession risk, especially beyond a two-year
horizon. At the same time, Hartwig, Meinerding, and Schüler (2021) present evi-
dence suggesting that the information content is highest for shorter horizons. The
latter finding is partly a reflection of the relatively higher frequency of the input
variables used, which include equity prices and credit spreads.

28For the purposes of analyzing the behavior around crises, the series are nor-
malized by country-specific means and standard deviations to make them com-
parable across countries. For crisis dating, we rely on the European Systemic
Risk Board crisis data set of Lo Duca et al. (2017) for European countries and
on Aldasoro, Borio, and Drehmann (2018) for non-European ones, which itself
builds on Laeven and Valencia (2018).
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Figure 15. (Continued)

1The horizontal axis denotes quarters around crises, with the start date set at
zero (vertical lines). The average of the relevant variable is taken at the spe-
cific quarter across all crisis episodes available for the respective indicator. The
sample runs from 1981:Q1 to 2018:Q4, subject to data availability (see Table
A.1). 2Composite domestic financial cycle proxy calculated from frequency-based
(bandpass) filters capturing medium-term cycles in real credit, the credit-to-
GDP ratio, and real house prices, normalized by country-specific mean and stan-
dard deviation. 3Geometric trade-weighted averages of bilateral exchange rates
adjusted by consumer prices, normalized by country-specific mean and standard
deviation. 4Gross capital inflows, scaled by GDP, normalized by country-specific
mean and standard deviation. 5Frequency-based (bandpass) filter of the com-
posite global factor, at business cycle frequencies (between 5 and 32 quarters).
The composite global factor combines the price-based global financial factor of
Miranda-Agrippino, Nenova, and Rey (2020) with a quantity-based factor as
measured by the first (purple line) and second (orange line) principal component
of total external flows to 31 countries.
Sources: Miranda-Agrippino, Nenova, and Rey (2020); IMF, Balance of Pay-
ments; national data; BIS exchange rate statistics; authors’ calculations.

measure for external conditions for these economies—is more
prominent.

Following strong expansions, the DFC, the GFCy, and capi-
tal flows all turn downwards before crises. Interestingly, for AEs,
there is not much difference between the first and second principal
components. This suggests that, during boom-busts in AEs, capi-
tal flows expand and contract for all countries—spillovers are espe-
cially strong. The main difference between AEs and EMEs is that
the initial appreciation and the subsequent sharp depreciation of
the domestic currency are much more pronounced for EMEs. This is
consistent with more formal empirical evidence, which indicates that
the combination of strong credit growth and exchange rate appre-
ciation is a useful leading indicator of banking stress in EMEs, but
not in AEs (Borio and Lowe 2002, Gourinchas and Obstfeld 2012).

The fact that, in the lead-up to crises, capital flows and the GFCy
increase later than the DFC suggests that unsustainable booms are
driven predominantly by the DFC, with capital flows possibly boost-
ing them only in the later stages. A similar picture holds in the
aftermath of crises. This reflects the shorter duration of the GFCy,
and of capital flow cycles more generally, relative to DFCs. The find-
ing cautions against narratives that mechanically designate capital
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flows and global “push” factors as the main drivers of underlying
vulnerabilities. While these external forces may exacerbate domes-
tic imbalances, they need not cause them. This interpretation is also
consistent with the findings of Ghosh, Ostry, and Qureshi (2016):
EMEs that (i) allow the buildup of macroeconomic imbalances and
financial vulnerabilities (credit expansion, currency overvaluation,
and economic overheating), and (ii) receive most of their capital
inflows in the form of debt, are significantly more likely to experience
a crash after episodes of capital inflow surges.

4. Conclusion

Financial cycles, in various guises, have become a key feature of
macroeconomic analysis. The GFCy and DFC are two particularly
prominent variations on the theme. They share some important simi-
larities, but are quite distinct in other equally important dimensions.
In particular, their interaction with business cycles differs in one
key respect: the GFCy is closely tied with the traditional short-term
output fluctuations, whereas the DFC exerts more sway over the
medium-term, and quantitatively more important, swings in eco-
nomic activity. And while the two financial cycles largely dance to
different tunes, they do come together around financial crises. One
way of thinking of this is that the GFCy can turbocharge DFCs.

Our analysis has important policy implications. Two deserve
special attention.

First, it is essential to design policies capable of taming the two
financial cycles. This calls for more effective anchors in domestic pol-
icy regimes and in their interaction through the international mon-
etary and financial system. At the domestic level, the most promis-
ing ones involve a combination of monetary, prudential (especially
macro-prudential), and fiscal policies in what can be referred to as
a macro-financial stability framework (e.g., BIS 2019; Borio, Shim,
and Shin 2022). These include the buildup of prudential buffers dur-
ing boom times to generate room for maneuver during busts (but
also to restrain the boom in the first place), as well as a monetary
policy that leans against the accumulation of financial imbalances.
The main goal of such domestic anchors is to tame the procyclical-
ity of the financial system and the destabilizing effects of financial
cycles. While stronger anchors domestically will already contribute
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to limiting the incidence of unwelcome spillovers, stronger anchors
internationally would help better internalize such spillovers (Rajan
2019). The more ambitious possibilities in this respect range from
coordinated action in specific circumstances—not just at times of
crisis, but also in good times—all the way to new rules of the game
(BIS 2015). Given that the GFCy is predominantly driven by con-
ditions in advanced economies, the onus to act would be greater
among these countries.

Second, regardless of the specifics of the arrangements, it is crit-
ical to focus on the medium term. It is there, in fact, where most of
the relevant action is—a critical and yet underappreciated fact. We
saw that the larger component of GDP fluctuations is at medium-
term frequencies, not at the standard ones employed in macroeco-
nomic analysis and stabilization policies. It is at this horizon that
the DFC also plays a key role in close sync with the business cycle. It
surely makes sense to adjust the policy lens and its focus accordingly.
For monetary policy, in particular, a more medium-term orientation
may not only better anchor the DFC and hence the economy at
large, but it could also mitigate the spillovers associated with the
global financial cycle—killing two birds with one stone, as it were.29
More generally, it is important to recognize the different horizons
over which different policy tools work. Prudential policies, for exam-
ple, are typically geared towards the medium-term horizon. Foreign
exchange interventions work primarily in the short term. The impact
of monetary and fiscal policies straddles both short- and medium-
term horizons. Tensions between stabilization goals at various hori-
zons could give rise to important policy trade-offs.

29In the presence of financial cycles that can have very persistent output effects,
monetary policy potentially faces an intertemporal trade-off between short-term
and long-term stabilization. Neglecting the longer-run effects could lead to greater
financial vulnerability over time, with potentially large output effects (so-called
hysteresis). Rungcharoenkitkul, Borio, and Disyatat (2019) and Boissay et al.
(2021) provide theoretical models with such effects, while Juselius et al. (2017)
lays out an empirical framework. Practically, a more medium-term orientation
would imply looking beyond the typical two-year forecast horizons on which most
central banks focus, by giving greater weight to considerations of the evolution
of stock imbalances and tails risks (such as through growth-at-risk assessments).
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Appendix. Data Sources

As discussed in Section 2, we construct and use two data sets. The
first covers a longer time period (from 1981:Q1 to 2018:Q4) than
the second (from 1995:Q1 to 2018:Q4). However, the second covers
a larger number of countries for each of the main variables under
study.

Throughout the analysis, we seek to maximize cross-sectional
(country) coverage by applying the following sample selection rules.
When we analyze the cross-country relationships within a given
measure (e.g., the DFC), we use the maximum set of countries for
which we can construct a balanced panel (either between 1981:Q1
and 2018:Q4 or between 1995:Q1 and 2018:Q4). When we analyze
empirical relationships between variables (e.g., between the DFC and
the GFCy), we use a super-balanced panel—that is, a panel for which
the set of countries and time periods covered for all variables is the
same.30 Table A.1 contains the full list of countries and data sources
for each variable in each of the two time periods we examine.

30The GFCy series, which is not country specific (by definition), is obtained
from Miranda-Agrippino and Rey (2020).
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Dutch disease is often referred to as a situation in which
large and sustained foreign-currency inflows lead to a contrac-
tion of the tradable sector by giving rise to a real appreciation
of the home currency. This paper documents that this syn-
drome has been witnessed by several emerging markets and
developing economies (EMDEs) as a result of sharp surges in
capital inflows driven by accommodative U.S. monetary pol-
icy after the global financial crisis. In a sample of 25 EMDEs
from 2000 to 2017, the loosening of U.S. monetary policy usu-
ally coincided with episodes of significant currency apprecia-
tion and a contraction in tradable output in these economies.
The paper also shows empirically that the use of capital flow
measures (CFMs) has been a common policy response in sev-
eral EMDEs, and CFMs are somewhat effective in insulating
these economies from U.S. monetary policy shocks. The paper
also presents a two-sector small open economy augmented with
a learning-by-doing (LBD) mechanism in the tradable sector
to rationalize these empirical findings. A welfare analysis pro-
vides a rationale for the use of CFMs as a second-best policy
when agents do not internalize the LBD externality of costly
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resource misallocation. However, the adequate calibration of
CFMs and the accurate quantification of the LBD externality
represent important implementation challenges.

JEL Codes: E52, F41.

1. Introduction

Ultra-accommodative monetary policies in advanced economies, par-
ticularly in the United States, have had considerable spillover effects
on emerging economies (Rey 2013; Kalemli-Özcan 2019). Investors,
in search of a higher yield, shifted their portfolios to many emerging
markets and developing economies (EMDEs) in higher proportions
during the past decade and a half (Figure 1, panel 1). While the
greater availability of foreign capital during episodes of low U.S.
monetary policy rates supported growth through better risk sharing
and increased technology transfer, the sheer magnitude and cycli-
cal nature of capital inflows amplified domestic imbalances and led
to currency appreciation across several EMDEs (Figure 1, panel 2).
Amid rising macroeconomic imbalances and uncertainty over the
sustainability of capital inflows, EMDEs in several cases resorted to
capital flow management measures (CFMs) mainly after the global
financial crisis (GFC), reverting almost a decade-long process of
gradual capital account liberalization (Figure 1, panel 3).

Given the increased prevalence in the use of CFMs across EMDEs
over the past two decades (Fernández et al. 2016), studies have
focused on an externality view of CFMs in order to justify the use of
these policy tools.1 The common theme of this strand of literature
is that capital flows may generate externalities that private agents
do not internalize, with the externalities emphasized by this work
being mainly financial in nature. The presence of these externalities
induces private agents to borrow too much (ex ante), to buy too
little insurance or take on excessive risk, and to borrow excessively
short term. However, a recent strand of the literature has started
to look at the implications of capital inflows on the allocation of
resources across industries (Reis 2013; Benigno and Fornaro 2014;

1See Erten, Korinek, and Ocampo (2021) for a detailed overview of the “exter-
nality” literature on CFMs.
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Figure 1. Capital Inflows, REER, and CFMs in EMDEs
and the U.S. Monetary Policy Rate

Note: The horizontal dashed lines represent the period average of the Wu
and Xia (2016) shadow U.S. federal funds rate. The three periods illustrated
are the pre-GFC (2001–07); post-GFC (2008–14); and U.S. policy liftoff period
(2015–19). The Wu and Xia (2016) shadow federal funds rate is a proxy for the
U.S. monetary policy rate; it accounts for the zero lower bound and the macro-
economic effects of unconventional monetary policy in the United States after
the GFC. Panels 2 and 3 denote simple averages for the REER and CFM across
25 EMDEs. Please see next section for sample and data details.
Source: IIF, Wu and Xia (2016), and Haver Analytics.
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Saffie, Varela, and Yi 2020). This literature links inflows to a con-
traction (expansion) of the tradable (non-tradable) sector by giving
rise to a real appreciation of the home currency, a situation often
referred to as Dutch disease.

The appropriate policy mix for addressing the macroeconomic
risks to which surges in capital inflows can give rise depends on a
variety of country-specific considerations. According to the Interna-
tional Monetary Fund’s (IMF’s) Institutional View on the Liberal-
ization and Management of Capital Flows adopted in 2012 (see IMF
2012), the use of CFMs may be appropriate during surges in capital
inflows if the currency becomes overvalued and reserves are ade-
quate, making exchange rate intervention undesirable. This would
be the case, for example, if there are resource reallocation frictions
across the economy and Dutch disease effects emerge (see Lama and
Medina 2012; IMF 2022). At the same time, lowering interest rates
during a Dutch disease episode can create overheating pressures and
higher macroeconomic volatility and welfare costs.

This paper seeks to examine the merits of the use of CFMs as
a policy intervention tool to alleviate possible Dutch disease effects
stemming from capital inflows. Specifically, the paper makes three
contributions: (i) it empirically documents that Dutch disease in
EMDEs was a common side effect of U.S. monetary policy shocks;
(ii) the paper shows that the use of CFMs in response to U.S. inter-
est rate shocks was common across EMDEs and often helped in
limiting Dutch disease effects in these economies; and (iii) the paper
rationalizes these empirical findings in a dynamic stochastic general
equilibrium (DSGE) model and evaluates the welfare implications
of using CFMs to prevent costly resource misallocation as a result
of Dutch disease.2

To document the presence of Dutch disease episodes, the empir-
ical section of the paper estimates the effects of U.S. monetary pol-
icy shocks on the currencies and tradable output of a sample of 25
EMDEs. The empirical strategy is centered around U.S. monetary
policy shocks, as these have been the main drivers of capital flows

2The term “Dutch disease” was first introduced by the Economist in 1977 to
describe the economic crisis in the Netherlands in the 1960s following the dis-
covery of North Sea natural gas deposits. More recently, the term is also used to
describe the effects on the tradable sector induced by remittances, foreign aid,
terms-of-trade shocks, and capital inflows (see Kojo 2014).
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by non-residents to EMDEs (see Milesi-Ferretti and Tille 2011; Shin
2012; Rey 2013; among others). Also, U.S. monetary policy can be
assumed to be exogenous to innovations in the currencies and trad-
able output of EMDEs, which allows for a more precise statistical
identification of the spillover effect of these policy shocks on EMDEs.

The paper also documents the evolution of restrictions to cap-
ital account transactions following U.S. monetary policy shocks. It
does so by exploiting a set of measures of capital account restrictions
developed by Fernández et al. (2016).3 Given the inherent endogene-
ity of CFMs, the effects of U.S. monetary policy shocks on EMDEs
are estimated within a system of regressions using a panel vector
autoregression (PVAR) framework. The CFM index is treated as an
endogenous variable in this framework. Results are summarized in
the form of impulse responses within a five-year horizon.

The results suggest that U.S. monetary policy shocks led to sta-
tistically significant Dutch disease effects in EMDEs after the GFC.
In the post-GFC period, one year after a 1 percentage point reduc-
tion in the U.S. monetary policy rate, currencies appreciate signif-
icantly and the share of tradable output in total GDP decline by
around half a percentage point. The currency appreciation is some-
what temporary, but the decline in tradable output is relatively more
persistent. In terms of policy response, EMDEs tend to increase the
number of capital flow restrictions on inflows after U.S. monetary
policy shocks, with the tightening of CFMs in some cases lasting
for several years. In addition to these baseline results, the paper
also presents evidence that Dutch disease effects were more signif-
icant in EMDEs with more flexible exchange rates and occurred
in commodity and non-commodity exporting economies. While the
paper does not find evidence of Dutch disease effects in advanced
economies (AEs), the use of CFMs in these economies was common
during periods of more accommodative U.S. monetary policy. These
results are robust to the use of alternative measures of U.S. mone-
tary policy shocks, CFM measures, and when controlling for other
macroeconomic variables such as real investment growth.

3This index uses information from the IMF’s Annual Report on Exchange
Arrangements and Exchange Restrictions (AREAER). This is one of the few
indices that distinguishes between CFMs on inflows and outflows and provides a
unified framework to measure the intensity of CFMs across countries.
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Against the backdrop of these empirical findings on how U.S.
monetary policy shocks gave rise to Dutch disease effects in the
aftermath of the GFC and the use of CFMs in EMDEs, the paper
explores whether the use of CFMs was effective in limiting to some
extent the currency appreciation and contraction of the tradable
sector in EMDEs. By conditioning the responses of currencies and
tradable output to U.S. monetary policy shocks with the level of
CFMs, a key finding of this paper is that countries with higher
capital account openness experienced larger currency appreciation
and a larger contraction of tradable output. Given the endogeneity
of CFMs and possible reverse-causality concerns, and in order to
assess the optimality of the use of CFMs in addressing Dutch dis-
ease effects, the empirical findings are qualitatively matched using a
dynamic stochastic general equilibrium (DSGE) model.4

The DSGE model consists of a representative household and two
sectors (tradable and non-tradable). Households have access to inter-
national credit markets, but they are subject to a tax on interest rate
payments (i.e., a CFM) on external debt (as in Kitano 2011). The
model is based on a small open economy assumption, which is that
households take the interest rate on foreign debt as given and firms
have no effect on the price of tradable goods. As in the empirical
analysis, impulse responses are calculated for a negative shock to the
global interest rate. To assess the welfare implications of using CFMs
to limit Dutch disease effects, model simulations are conducted for
various tax rates on foreign debt service.

Results from the model simulations suggest that there is indeed
a role for CFMs in limiting Dutch disease following a shock to the
global interest rate. A tax on foreign debt service raises the cost of
foreign capital and discourages foreign borrowing. The lower avail-
ability of foreign capital in turn attenuates the appreciation of the
currency and a reallocation of resources from the tradable to the
non-tradable sector. This effect is achieved by limiting the increase
in the relative price of non-tradables (as compared to a regime with

4A number of authors have called into question the merits of DSGE models
in policy analysis (see Blanchard 2018 and the discussion therein). However, a
data-based DSGE model is a powerful tool to illustrate the effects of a well-
identified exogenous shock and to assess the effects of a systematic policy change
(see Christiano, Eichenbaum, and Trabandt 2018).
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no CFMs). Against this background, the model does a good job in
qualitatively matching Dutch disease effects arising from a sudden
reduction in the U.S. monetary policy rate observed in the data and
showing how CFMs could limit these effects in a small open economy.

In a standard frictionless two-sector real business-cycle model,
the reallocation between the tradable and non-tradable sector, such
as the one described above, is the efficient response to an increase
in the availability of foreign capital. Higher credit access following a
reduction in global interest rates will increase the demand for trad-
able and non-tradable goods, and as a consequence wages will be
higher in the economy. Since the model takes international prices as
given, higher wages will reduce the production of tradable goods, and
the demand will be satisfied with imports from the rest of the world.
In this situation there is no rationale for government intervention,
and protecting the tradable sector will reduce overall welfare.

A common friction commonly discussed in the Dutch disease lit-
erature, and the focus of the theoretical section in this paper, is
a learning-by-doing (LBD) externality in the tradable sector. The
LBD technology augments the productivity of the tradable sector,
and represents a cost to the reallocation of resource away from this
sector. By augmenting the model to include an LBD mechanism, a
reduction in tradable output will lead to lower productivity in that
sector and a decrease of future production. If this mechanism is not
internalized by the firms, then there will be an inefficient loss of
tradable production and hence a role for policy intervention. This
paper focuses on the merits of CFMs as a second-best policy in the
presence of an LBD externality.5

One of the main insights of this paper is that the use of CFMs on
inflows could be a welfare-increasing policy to counteract the effects
of the Dutch disease in the presence of an LBD externality. By pre-
venting a large appreciation of the currency stemming from surges in
capital inflows generated by U.S. monetary policy shocks, CFMs can
prevent a contraction of tradable production below the efficient level.
Under standard calibration parameters, the theoretical analysis of
the paper finds that limiting the increase in the relative price of non-
tradables prevents an inefficient reallocation of resources away from

5The first-best (i.e., the social planner’s) solution would be the one in which
the externality is removed and agents internalize the cost of resource reallocation.
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the tradable sector, with this in turn leading to higher total output
in the long-term and to an increase in households’ welfare. These
conclusions are robust to different levels of the LBD externality.

The importance of an LBD externality hinges on the assumption
that the tradable sector is the sole contributor to LBD, which may
clearly be a realistic approximation for some EMDEs, and equally
unrealistic for others. In this regard the use of CFMs to address
Dutch disease effects would be most suitable for EMDEs with a
sizable manufacturing export sector, a sector identified in the lit-
erature as the one in which LBD accrues the most. However, the
use of CFMs could be subject to trade-offs. While policies aimed
at preventing surges in capital inflows could be appropriate in the
presence of an LBD externality, they could amplify macroeconomic
volatility in the presence of other frictions, such as nominal rigidi-
ties in other sectors. However, given that in many EMDEs mon-
etary policy frameworks are still evolving and inflation expecta-
tions are not strongly anchored, policies that enable policymakers
in these economies to avoid sharp currency fluctuations and prevent
undue losses in tradable output are likely to dominate other policy
alternatives.

The results presented in this paper also highlight that there are
important implementation challenges, as the benefits of CFMs could
be large but for a narrow region of the tax. This means that poli-
cymakers need to carefully calibrate the magnitude of CFMs, other-
wise the gains from these policies become very small. Furthermore,
the fact that the LBD externality is not observable and difficult to
measure, calibrating an appropriate CFM response (not only regard-
ing their magnitude but also their duration) could be a challenging
endeavor for policymakers.

Related Literature. The empirical section of the paper adds
to a relatively recent literature documenting that in middle-income
economies, expansions owing to capital inflows lead to resources
shifting away from tradable activities (see, for example, Tornell and
Westermann 2005; Reis 2013; Benigno and Fornaro 2014; Benigno,
Converse, and Fornaro 2015; Saffie, Varela, and Yi 2020). Few papers
have empirically examined the role of CFMs in insulating coun-
tries from external shocks in a multi-country setting, but usually
treating CFMs as exogenous random variables. Miniane and Rogers
(2007) and Bergant et al. (2020), for example, condition the response
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of output to external shocks depending on the intensity of CFMs
and conclude that CFMs are not effective in insulating output from
global shocks. However, it could be argued that not accounting for
the endogeneity of CFMs can give rise to treatment bias, as CFMs
are likely to be used in response to external and domestic macroeco-
nomic conditions. In this regard, by addressing the inherent endo-
geneity of CFMs with the use of instrumental variables, Erten and
Ocampo (2017) show evidence that the use of CFMs results in a
reduction in real exchange rate appreciation.

This paper extends the above empirical analyses on sectoral
resource allocations of capital inflows and the insulating role of
CFMs by extending the analysis to a larger set of EMDEs and by
treating CFMs as an endogenous variable with a PVAR framework.
This paper also departs from previous work by focusing on the dif-
ferentiated response of the real effective exchange rate and tradable
output across EMDEs with different degrees of capital account open-
ness (not just comparing the responses of countries with and without
CFMs). Also, in contrast to the above empirical research, this paper
presents new empirical evidence of Dutch disease-type of effects that
could arise from global financial shocks, by focusing on the effects
of U.S. monetary policy shocks on currencies and tradable output
across a sample that includes the largest and most systemic EMDEs.
In this regard, a main contribution of this paper is to empirically
show that the severity of financial Dutch disease effects vary almost
monotonically with the intensity of the CFMs.

The paper is also related to an extensive Dutch disease litera-
ture (see, for example, Magud and Sosa 2013 for a detailed survey).
Work in this literature has focused on the reallocation of resources
away from the tradable non-commodity sectors, usually as a result of
terms-of-trade shocks. The most common friction used to generate
the misallocation of resources in response to a currency appreciation
is an LBD externality in the tradable sector (see, for example, Van
Wijnbergen 1984; Krugman 1987; Caballero and Lorenzoni 2014).

Only in the last decade has there been some development
of papers dealing with policy responses to Dutch disease, but
focused mainly on terms-of-trade shifts generated by commodity
price shocks. Our paper follows closely Lama and Medina (2012),
which constructs a New Keynesian model with an explicit commod-
ity exporting sector and an LBD externality in the non-commodity
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export sectors to analyze the macroeconomic and welfare effects of
exchange rate stabilization policies. Our paper departs from this
literature by examining instead Dutch disease effects arising from
shocks to global interest rates in a real business cycle model and by
examining explicitly the role of CFMs as a policy response.

Finally, the paper contributes to the large literature on the opti-
mality of CFMs as a policy option. This literature has focused mainly
on pecuniary externalities associated with financial instability (for
this literature see Bianchi 2011 and a survey by Erten, Korinek, and
Ocampo 2021) and aggregate demand externalities due to nominal
rigidities, associated with unemployment (see Farhi and Werning
2014 and Schmitt-Grohé and Uribe 2016). Recent papers have incor-
porated these externalities within a framework to analyze the inter-
action of CFMs with monetary policy, foreign exchange intervention,
and macroprudential policy (see Adrian et al. 2020 and Basu et al.
2020). This paper adds to this literature by looking at the merits of
CFMs in a DSGE model with frictions in the real sector in the form
of costly resource misallocation.

The paper is organized as follows. Section 2 describes the empir-
ical analysis. Section 3 presents the model and the quantitative
analysis of the role of CFMs in limiting Dutch disease. Section 4
concludes.

2. Empirics

This section presents empirical evidence on the presence of Dutch
disease effects in EMDEs following episodes of sharp reductions in
the U.S. policy rate and the usage of CFMs in response to these
exogenous shocks. The analysis is based on a PVAR framework with
block exogeneity restrictions and variables in the system ordered in
recursive order. Data are obtained from publicly available sources
for a panel of 25 EMDEs at an annual frequency from 2000 until
2017. Results of the effects of a 1 percentage point reduction in the
U.S. policy rate are summarized in the form of cumulative impulse
responses at a five-year horizon. To capture the effects of U.S. mon-
etary policy shocks in the post-GFC period and the heterogeneity
of responses across countries included in the sample, the coefficients
of the PVAR are interacted with a series of country characteristics
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(e.g., exchange rate regime or export composition). The PVAR coef-
ficients are also interacted with the different levels of CFMs in order
to capture the differentiated response of the REER and tradable
output across the different CFM intensity levels.

2.1 Data

This paper analyzes the effects of a U.S. monetary policy shocks
in a sample of 25 EMDEs that have experienced reversals in their
paths toward financial account liberalization over the 2000 to 2017
time period.6 The sample selection is based on whether a country
increased the inflow CFM index at least once during the period of
analysis. Also, given that the period of analysis coincided with a
boom in oil prices, countries in which oil rents represent more than
15 percent of GDP in the post-GFC period are excluded in order
to isolate Dutch disease effects arising from U.S. monetary policy
and not a terms-of-trade shock. Finally, low-income countries are
excluded, as portfolio inflows (which tend to be more sensitive to
global financial conditions) to those economies are generally immate-
rial. The selected sample represents around 80 percent of total GDP
of EMDEs according to the IMF’s World Economic Outlook data.

This paper addresses the inherent endogeneity of CFMs by
including an index of the intensity of capital controls in the econo-
metric analysis. The index employed, which is one of the few that
distinguishes between CFMs on inflows and outflows, is a set of meas-
ures on capital control restrictions developed by Fernández et al.
(2016). This index uses information from the IMF’s Annual Report
on Exchange Arrangements and Exchange Restrictions (AREAER).
The index provides a unified framework to measure the intensity of
inflow CFMs across countries, thereby allowing to compare the use
of CFMs in a multi-country setting. In this regard, the empirical
section seeks to document that CFMs have been used often across
EMDEs in the last two decades.

The variables associated with Dutch disease effects are tradable
output and the real exchange rate. For tradable output, the paper

6The sample consists of the following economies: Argentina, Brazil, Bulgaria,
Chile, China, Colombia, Costa Rica, Egypt, Guatemala, Hungary, India,
Indonesia, Kazakhstan, Malaysia, Mexico, Pakistan, Paraguay, Peru, Philippines,
Poland, Romania, Russia, South Africa, Turkey, and Ukraine.
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Figure 2. Share of Manufacturing Value-Added
in GDP in Selected EMDEs, 2019 (in percent)

Source: World Bank, World Development Indicators, and Eurostat.

uses the share of manufacturing value-added in GDP, as this is
the most commonly used measure in the Dutch disease literature
(Rajan and Subramanian 2011). The data come from the World
Bank’s World Development Indicators (WDI) database and Euro-
stat. The importance of manufacturing value-added in GDP varies
across EMDEs (Figure 2), with the share of manufacturing in total
output being the highest in non-commodity exporting EMDEs (rep-
resenting around 20 percent of GDP). While capital inflows are
the deep determinant of Dutch disease effects, the exchange rate
is the proximate transmission mechanism. The paper uses a CPI
based real effective exchange rate (REER) obtained from the IMF’s
Information Notice System.

Finally, the paper uses the Wu and Xia (2016) shadow federal
funds rate as a proxy for the U.S. monetary policy rate, which helps
to account for periods when the policy rate reached the zero lower
bound in the United States after the global financial crisis. The data
are for the end of period and obtained from Haver Analytics.

2.2 PVAR Framework

The empirical strategy is based on a PVAR for 25 EMDEs, which
seeks to capture the dynamic response of the REER, tradable out-
put, and inflows CFMs to U.S. monetary policy shocks. Simultaneity
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issues are addressed in the identification of the empirical model by
assuming that countries take innovations in U.S. monetary policy as
exogenously given, i.e., variations in the U.S. shadow federal funds
rate can be regarded as an exogenous source of aggregate fluctu-
ations in EMDEs. To fix ideas, the PVAR system can be written
(abstracting from the intercept) as⎛

⎜⎜⎝
1 0 0 0

ai,2,1 1 ai,2,3 ai,2,4
ai,3,1 ai,3,2 1 ai,3,4
ai,4,1 ai,4,2 ai,4,3 1

⎞
⎟⎟⎠

⎡
⎢⎢⎣

ΔFFRt

ΔCFMi,t

ΔREERi,t

ΔYi,t

⎤
⎥⎥⎦

=
p∑

j=1

Ai,j

⎡
⎢⎢⎣

ΔFFRt−j

ΔCFMi,t−j

ΔREERi,t−j

ΔYi,t−j

⎤
⎥⎥⎦ +

⎡
⎢⎢⎣

ε1
t

ε2
i,t

ε3
i,t

ε4
i,t

⎤
⎥⎥⎦ , (1)

where ΔFFRt is the one-year change in the Wu and Xia (2016)
shadow U.S. federal funds rate, ΔCFMi,t is the one-year change in
CFM index, ΔREERi,t−j is the log one-year change in the REER,
and ΔYi,t−j is the log one-year change in the ratio of manufacturing
output to total GDP. The lag length is denoted by p. The structural
shocks are denoted by εk

i,t with k ∈[1, 2, 3, 4]. The U.S. monetary
policy shock is denoted by ε1

t .
The exogeneity of U.S. monetary policy and a recursive order-

ing of the EMDE variables are sufficient assumptions to identify
the model. The assumption that monetary policy in the United
States does not react to developments in EMDEs identifies ai,2,1,
ai,3,1, and ai,4,1. Also, given the block exogeneity assumption, the
dynamic effects of U.S. monetary policy shocks will be independent
of the ordering of the EMDE variables in the PVAR. The recursive
ordering sets ai,2,3 = ai,2,4 = ai,3,4 = 0, which amounts to using a
Cholesky decomposition of the system. Once these restrictions are
imposed and the impact matrix (Ai,0) is inverted, the structural
form of the system specified in Equation (1) above can be written
as (again abstracting from country-specific intercepts)

Yi,t =
p∑

j=1

A−1
i,0Ai,jYi,t−1 + A−1

i,0 εi,t, (2)
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where Yi,t = [ΔFFRt ΔCFMi,t ΔREERi,t ΔYi,t]′. This can be
written more compactly in companion matrix form as a VAR(1) by
defining Zi,t = [yi,t : yi,t−1 : . . . : yi,t−p]

′
,

Zi,t = ΛiZi,t−1 + A−1
i,0 εi,t,

where Λ =

⎡
⎢⎢⎢⎢⎢⎣

A−1
i,0Ai,1 A−1

i,0Ai,2 . . . A−1
i,0Ai,p

I 0 . . . 0
0 I . . . 0
...

...
. . .

...
0 . . . I 0

⎤
⎥⎥⎥⎥⎥⎦ .

The impulse response for variable k to a U.S. monetary policy
shock at horizon h = 1, . . . , H is denoted by

IRFk(1, h) = Λh−1
i A−1

i,0 (k, 1). (3)

That is, the impulse response of the variable k to a U.S. mon-
etary policy shock will be in the kth row and first column, for
h = 1, . . . , H.7

Each equation of the system is estimated using ordinary least
squares (OLS), with two lags following the Schwartz criterion. Sta-
tistical inference is based on Runkle’s (1987) bootstrapping method
to adjust for the fact that the data are in a panel format. This
procedure consists of the following steps:

(i) Estimate the PVAR(p) in Equation (2) and generate 500
bootstrap replications of the coefficient matrix Âi.8

(ii) Impulse response functions (IRFs) are computed 500 times for
each generated variable k∗ to the first structural shock (that
is the U.S. monetary policy shock) at horizon h = 1, . . . , H.

7This representation also requires augmenting both the A−1
i,0 and εi,t with

(k + 1) × p rows or columns of zeros for the matrix multiplication to work, given
the dimension of Zi,t, which is (p + 1) × (k + 1).

8Bootstrapping for the panel was done by generating initial conditions sep-
arately for each country as in Runkle (1987), but sampling from the entire
panel vector of residuals. This was done to account for possible cross-country
correlations.
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Figure 3. Effects of U.S. Monetary
Policy Shocks on EMDEs

Note: Solid black lines represent OLS point estimate. Dashed lines are one-
standard-deviation confidence bands.

(iii) Finally, the bootstrap simulations are used to calculate the
empirical distribution for the IRFs. One-standard-deviation
confidence intervals are constructed from the simulated esti-
mates using the structural errors and without imposing sym-
metry in the confidence bands.

2.3 Results

Figure 3 shows the impulse responses to a 1 percentage point reduc-
tion in the U.S. monetary policy rate obtained from estimating the
PVAR using a sample of 25 EMDEs from 2000 to 2017. Solid lines
represent the OLS point estimates while dotted gray lines are one-
standard-deviation confidence bands constructed using the empirical
distribution obtained from the bootstrap procedure. Reflecting the
unprecedented scale of monetary policy support in the United States
following the global financial crisis, there is a protracted decline in
the U.S. shadow policy rate following the initial, reaching a cumula-
tive decline of 1.6 percentage points in the five-year horizon window
(Figure 3, panel 1). Consistent with the empirical evidence on the
behavior of EMDEs’ currencies in the last two decades, the real
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effective exchange rate appreciated on the year of the U.S. monetary
policy shock, but this appreciation is not statistically significant and
reverted after the second year (Figure 3, panel 2).9

The strengthening of the currency, summarized in the REER
response, coincided with a reallocation of resources across sectors in
these economies. Figure 3 (panel 3) shows the response of the share of
manufacturing value-added in GDP. The U.S. monetary policy shock
and the ensuing currency appreciation in EMDEs coincides with a
contraction in the share of manufacturing production. The contrac-
tion of tradable output is also relatively long-lasting throughout the
IRF five-year horizon. This result is consistent with the findings of
Rajan and Subramanian (2011), who document that in episodes of
surges of foreign capital (in the form of aid) to EMDEs, exportable
industries grow slower by about half a percentage point per year
relative to non-exportable industries. In terms of policy response,
following the U.S. monetary policy shocks, it was also common to
see a tightening of CFMs on inflows in the sample of 25 EMDEs
(Figure 3, panel 4). All in all, these results suggest that Dutch dis-
ease effects were common among EMDEs as a result of large shifts
in global financial conditions.

2.3.1 Extensions

As shown in Figure 1, the unprecedented U.S. monetary policy
response in the aftermath of the GFC coincided with a surge in
capital inflows, currency appreciation, and widespread use of CFMs
on inflows across EMDEs. By extending the baseline analysis, this
section looks into whether the presence of Dutch disease effects and
the use of CFMs was in fact more common in the post-GFC period.
The section also examines whether the occurrence of Dutch disease
effects varied with exchange rate regimes, across income levels, and
the primary source of export earnings. These extensions are going
to be incorporated to the baseline analysis described by allowing

9The lack of a significant REER response could be explained by the fact
that the loosening of U.S. monetary policy in the early 2000s coincided with
severe financial crises in systemic EMDEs (e.g., Argentina, Turkey). Therefore,
the appetite for EM assets was likely lower than post-GFC. In fact, as will be
shown later in the paper, Dutch disease effects are much more evident in the
post-GFC period.
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Figure 4. Effects of U.S. Monetary Policy
Shocks on EMDEs, Pre- and Post-GFC

Note: Solid black lines represent OLS point estimate. Dashed lines are one-
standard-deviation confidence bands.

the coefficients in the Ai,j matrix described in Equation (2) to vary
across pre- and post-GFC and with country characteristics:10

Ai,j = βi,j + ςi,j ∗ Characteristici,t. (4)

As a first step, the PVAR coefficients in Equation (1) are inter-
acted with a post-GFC dummy variable that equals one from 2008
until 2017 and zero otherwise.

The results presented in Figure 4 confirm that Dutch disease
effects and the use of CFMs were common in EMDEs as a result of
U.S. monetary policy shocks in the aftermath of the GFC. Before the
GFC, expansionary U.S. monetary policy shocks led to weaker cur-
rencies, and the effect of the shock on tradable output was somewhat

10See Towbin and Weber (2013) for a discussion of PVARs with interaction
terms.
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limited (left panels).11 Many of these economies also reduced the
number of CFM restrictions following the U.S. shock. On the other
hand, looser U.S. monetary policy after the GFC resulted in sig-
nificant currency appreciation, with the effect of U.S. shocks hav-
ing a protracted effect on the REER (right panels). These changes
in relative prices led to a significant reduction in tradable output,
confirming the presence of Dutch disease. As in the baseline case,
EMDEs typically responded to these events by imposing additional
restrictions on the capital account.

The different reactions pre- and post-GFC may not be the result
of differences in the effects of U.S. monetary policy, but instead
of changes in exchange rate policies in EMDEs. Recent empiri-
cal work has documented that movements in currencies following
external shocks depend on the degree of exchange rate flexibility
(see Carrière-Swallow, Magud, and Yépez 2021). At the same time,
economies under a fixed exchange rate regime are likely to already
have extensive currency controls, hence the scope to add an addi-
tional restriction is more limited. In order to test these hypotheses,
the baseline analysis is also extended to assess whether the occur-
rence of Dutch disease and the use of CFMs in the aftermath of the
GFC depended on the degree of exchange rate flexibility. To do this,
the PVAR coefficients are also interacted with a dummy equal to one
if the EMDE has a peg (“fix”) and zero for non-peg (“flex”). The
exchange rate classification is from Ilzetzki, Reinhart, and Rogoff
(2017).

The results presented in Figure 5 confirm that indeed Dutch dis-
ease effects were more common in the post-GFC among EMDEs
with a more flexible exchange rate regime (right panels). Following
an expansionary U.S. monetary policy shock, currencies appreciated
and the share of manufacturing value-added in GDP declined in sig-
nificantly larger magnitudes in EMDEs with more flexible exchange
rate regimes. In these economies the larger presence of Dutch dis-
ease coincided also with the imposition of additional restrictions on
capital inflows.

A number of papers have documented that global financial condi-
tions appear to drive capital flows to EMDEs even more so than for

11This explains the lack of a significant REER response when the PVAR uses
the 2000–17 sample period.
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Figure 5. Effects of U.S. Monetary Policy
Shocks on EMDEs, by Exchange Rate Regime

Note: Solid black lines represent OLS point estimate. Dashed lines are one-
standard-deviation confidence bands.

AEs (see, for example, Forbes and Warnock 2012; Fratzscher 2012).
Given the larger presence of currency mismatches and lower policy
credibility, policies aimed at stabilizing the exchange rate are more
likely to be deployed in EMDEs than in AEs (see Rogoff et al. 2004).
In this regard it could be expected that the use of CFMs to be more
common in EMDEs than in AEs.

To shed light on the differences between EMDEs and AEs, the
sample is expanded to include nine AEs. The selection criteria for
AEs was similar to the baseline sample, mainly that there was
at least one increase in the annual CFM index during the period
of analysis.12 Impulse responses are constructed by interacting the

12The AEs included are Canada, Czech Republic, euro area, Iceland, Israel,
Korea, Norway, Singapore, and Sweden. Euro area countries are not individu-
ally included, since it is not possible to consider these economies as independent
cross-sectional observations.
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Figure 6. Effects of U.S. Monetary Policy
Shocks on EMDEs, by Income Group

Note: Solid black lines represent OLS point estimate. Dashed lines are one-
standard-deviation confidence bands.

PVAR coefficients with a dummy variable that equal one if a country
is an EMDE and zero if AE, focusing only in the post-GFC period.

The results suggest that Dutch disease following U.S. monetary
policy shocks in the post-GFC occurred mainly in EMDEs (Figure
6). For AEs (left panel), the currency depreciates following the shock,
albeit not in a statistically significant way. The weaker currency
helped to stimulate tradable output, with the share of manufactur-
ing value-added in GDP increasing somewhat at the end of the IRF
horizon. Interestingly, AEs also made use of CFMs.

Anzuini, Lombardi, and Pagano (2013) present evidence that
expansionary U.S. monetary policy shocks tend to drive up com-
modity prices. Since the post-GFC period was characterized by
boom-bust cycle of commodity prices, it would be important to
test whether the prevalence of Dutch disease effects and the use of
CFMs differs across EMDEs depend on export composition. Impulse
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Figure 7. Effects of U.S. Monetary Policy
Shocks on EMDEs, by Export Composition

Note: Solid black lines represent OLS point estimate. Dashed lines are one-
standard-deviation confidence bands. A country is classified as a commodity
exporter following Aslam et al. (2016) criteria. Commodity exporters: Argentina,
Brazil, Chile, Colombia, Costa Rica, Guatemala, Indonesia, Kazakhstan,
Malaysia, Peru, Paraguay, and Russia.

responses are constructed by interacting the PVAR coefficients with
a dummy variable that equals one if a country is classified as a
commodity exporter and zero otherwise.13

Results presented in Figure 7 show that U.S. monetary policy
shocks in the post-GFC period gave rise to Dutch disease effects

13The classification uses Aslam et al. (2016). A country is classified as a
commodity exporter if (i) commodities constitute at least 35 percent of its
total exports and (ii) net exports of commodities are at least 5 percent of
its gross trade (exports plus imports) on average. Based on this criteria, the
following EMDEs are classified as commodity exporters: Argentina, Brazil,
Chile, Colombia, Costa Rica, Guatemala, Indonesia, Kazakhstan, Malaysia, Peru,
Paraguay, and Russia.
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in commodity and non-commodity exporting EMDEs. Following
a 1 percentage point reduction in the U.S. shadow federal funds
rate, currencies appreciate and the share of tradable output in
total output declines in commodity and non-commodity exporting
EMDEs. Furthermore, these effects are larger for commodity export-
ing EMDEs, in line with previous findings that commodity prices are
an important transmission channel for spillovers arising from U.S.
monetary policy shocks (see, for example, Anzuini, Lombardi, and
Pagano 2013 and the references therein). More importantly, com-
modity exporters responded to the U.S. monetary policy shock by
tightening CFMs, a sign that the higher capital inflows were a key
factor behind the emergence of Dutch disease in these economies.
The CFM response for non-commodity exporting EMDEs is not
significant.

2.3.2 Robustness

As a first robustness exercise, the paper looks at whether similar
findings occur if a different CFM index is used. The alternative CFM
measure used is the one provided by Chinn and Ito (2008). This
measure is publicly available, provides the largest country coverage,
and is constructed at an annual frequency. Figure 8 shows that U.S.
monetary policy shocks after the GFC also led to an increase in the
Chinn and Ito (2008) index. Also as observed in the baseline estima-
tion and subsequent extensions, the U.S. monetary shock leads to
significant Dutch disease effects in the post-GFC period. Although
similar results are obtained using this alternative index, the use of
the index provided by Fernández et al. (2016) is preferred as a base-
line, given that the index differentiates between restriction on inflows
and outflows and focuses only on capital account transactions.14

As another robustness check to the empirical analysis, the paper
looks at whether Dutch disease effects in EMDEs are also evident
when using a different measure of U.S. monetary policy shocks.
Jarociński and Karadi (2020) use unexpected changes in federal

14The Chinn and Ito (2008) index also captures restrictions on current account
transactions.
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Figure 8. Effects of U.S. Monetary Policy Shocks on
EMDEs, Using Chinn and Ito (2008) CFM Index

Note: Solid black lines represent OLS point estimate. Dashed lines are one-
standard-deviation confidence bands.

funds rate and Eurodollar futures on Federal Open Market Com-
mittee (FOMC) dates to measure policy surprises. Using a high-
frequency identification strategy, they can rule out the simultaneity
of economic news and monetary policy. In this paper, the U.S. mon-
etary policy surprises are accumulated within a year and used to
estimate causal effects running from U.S. monetary policy shocks to
the REER, tradable output, and CFMs in EMDEs.

Dutch disease effects in EMDEs are also evident following expan-
sionary U.S. monetary policy surprises (Figure 9). An unanticipated
loosening in U.S. monetary policy leads to a multilateral real appre-
ciation of currencies on the year after the shock, and a subsequent
protracted contraction in the share of manufacturing in GDP. As
in the baseline, EMDEs respond by tightening CFMs, although the
IRF is somewhat noisier and less precise.

Hildebrandt and Michaelis (2022), by introducing physical cap-
ital to the production technology in Benigno and Fornaro (2014),
show that an investment surge resulting from more accommoda-
tive global interest rates could prevent a contraction in the trad-
able sector. Against this backdrop, and as a final robustness test,
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Figure 9. Effects of U.S. Monetary
Policy Surprises on EMDEs

Note: Solid black lines represent OLS point estimate. Dashed lines are one-
standard-deviation confidence bands.

the baseline PVAR specification in Equation (1) is augmented to
include real investment growth as an additional variable in order
to assess whether Dutch disease occurs even after controlling for
investment dynamics.15 Results presented in Figure 10 show that
investment indeed increased as a result of the U.S. monetary pol-
icy shock across EMDEs, but the increase is somewhat short-lived
and does not prevent a reallocation away from the tradable sec-
tor. Also, even after controlling for investment dynamics, the real
exchange rate shows a significant and protracted appreciation and
this response is accompanied by a tightening in CFMs.

2.3.3 Assessing the Effectiveness of CFMs

Given the results presented above, and as a way of motivation for the
next section, a natural question is to ask whether the use of CFMs

15Real investment is obtained from the World Bank’s WDI database (i.e.,
gross capital formation in constant local-currency units). This variable enters
the PVAR in log first differences. Given the block exogeneity assumption regard-
ing the shadow U.S. federal funds rate in the PVAR specification, the ordering
of investment in the EMDE block is immaterial.
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Figure 10. Effects of U.S. Monetary Policy
Shocks on EMDEs, Controlling for Investment

Note: Solid black lines represent OLS point estimate. Dashed lines are one-
standard-deviation confidence bands.

helps EMDEs in attenuating Dutch disease effects during periods of
ultra-accommodative monetary policy in the United States, such as
in the aftermath of the GFC. To answer this question, the baseline
PVAR specification described in Equation (1) is modified by exclud-
ing the CFM variable from the system of equations, but allowing the
coefficients in the Ai,j matrices to vary with the level of the CFM
index. This exercise aims at capturing the differentiated effect of
U.S. monetary policy shocks on EMDEs after the GFC, depending
on the intensity of CFMs.

Results indeed show a differentiated response of the REER and
tradable output across the different levels of CFMs on inflows. In
EMDEs with a lower level of CFMs (a more open capital account),
the real exchange rate appreciates and the share of tradable out-
put in total output declines significantly after impact (see panel 2 in
Figure 11). On the other hand, for EMDEs with a higher CFM index
(a less open capital account), there are no significant effects on the
REER and tradable output (see panel 1 in Figure 11). Furthermore,
the differences in the responses between the two groups is statisti-
cally significant in the first two years after impact (see panel 3 in
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Figure 12. Effects of U.S. Monetary Policy
Shocks, Over Distribution of CFM Index

Note: Each bar represents the impulse response on impact of a 1 percent reduc-
tion in the U.S. federal funds rate, evaluated at a given percentile of the sample
distribution of the CFM index.

Figure 11). These results are in line with Rodrick (2008) and Erten
and Ocampo (2017), who also present evidence that the use of CFMs
limits currency appreciation.

Results can be generalized to the full sample distribution of
the CFM index. The effect of the U.S. monetary policy shock on
the REER and tradable output is estimated at different values of
the CFM index. Figure 12 shows an almost monotonic relationship
between the openness of the capital account and the response of
the REER, which is a key finding of this paper. While currencies in
EMDEs with the most open capital accounts appreciate markedly
on impact, currencies in the less open capital account regimes are
less affected by the shock. However, as shown in the results pre-
sented in previous sections, CFMs tend to increase in response to for-
eign financial shocks across EMDEs; therefore, there may be reverse
causality as countries with greater currency appreciation may attract
more capital inflows, which may trigger the use of more restrictive
CFMs.16

Given the endogeneity of CFMs and possible reverse-causality
issues with this empirical approach, it is crucial to use a structural
framework to uncover the systematic effect of CFMs. Equation (1)
helps to illustrate how one could conceptually analyze how U.S. mon-
etary policy shocks affect the REER (i.e., the transmission mecha-
nism). There is a contemporaneous effect through coefficient ai,3,1

16Results are unchanged if the PVAR coefficients are interacted with the one-
year lagged CFM index.
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and dynamically through the relevant coefficients in the Ai,j matri-
ces. But there are also indirect effects of U.S. monetary policy shocks
to the extent that these shocks lead to more CFMs contemporane-
ously (through ai,2,1) and in turn CFMs affect the REER (through
ai,3,2). Moreover, CFMs can insulate EMDEs from U.S. monetary
policy shocks if they respond to these shocks at any horizon and
the coefficients for lagged values of CFMs in the REER and output
equations are significant.

However, the coefficients in the PVAR are not “deep” parame-
ters, as these are not based on micro-foundations, which limits the
use of the PVAR to perform a counterfactual analysis of what would
have happened if there was no CFM response (i.e., the coefficients
for the CFM variable are set to zero in Equation (1)). As explained
in Lucas (1976), there is the possibility that if the process followed
by the policy of implementing CFMs differed from the historical pat-
tern, other equations of the system might have behaved differently as
well. Therefore, a structural model, with micro-founded parameters,
is needed in order to evaluate the effectiveness and appropriateness
of CFMs in limiting Dutch disease. The paper develops this model
in the next section.

3. The Theoretical Model

A dynamic stochastic general equilibrium (DSGE) model is devel-
oped in order to qualitatively match the empirical findings presented
in the previous section. The model is similar to Arellano (2009). It
uses a small open economy assumption and consists of a represen-
tative household and two industries (tradable and non-tradable).
Households have restricted access to international credit markets,
as there is a tax on foreign debt (i.e., a CFM).

In order to justify the use of CFMs, the model includes an exter-
nality in the production technology of tradable goods. The exter-
nality is a learning-by-doing (LBD) mechanism and is incorporated
along the lines of Cooper and Johri (2002). Firms in the tradable
sector do not take into account the LBD process in their production
process. Since the planner solution internalizes this process in the
production of tradables, this sector will face increasing returns to
scale on the aggregate level, while constant returns to scale technol-
ogy at the firm level as in Romer (1986). This externality produces
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an inefficient allocation of resources following a shock to the global
interest rate.

3.1 Households

Households in the economy maximize their expected lifetime utility
and have preferences over consumption and leisure:

U = E0

∞∑
t=0

βt

(
cω
t (1 − ht)

1−ω
)1−γ

− 1

1 − γ
. (5)

β is a subjective discount factor. Household consumption, ct, con-
sists of non-tradable consumption cN,t, and tradable consumption
cT,t, and has a constant elasticity of substitution form:

ct =
[
ϕ (cT,t)

−μ + (1 − ϕ) (cN,t)
−μ

]− 1
μ

.

Labor, ht, is allowed to move freely between the two sectors
(ht = hT + hN ), making the wage households receive the same in
both sectors.

The flow budget constraint, in tradable good terms, is as follows:

Bt =
(
1 + rd

t−1
)
Bt−1 − wtht − rk

t kt − Tt − Πf
t

+ pN,tcN,t + cT,t + it +
κ

2
(
Bt − B̄

)2
. (6)

Bt denotes the household’s foreign debt position, pN,t is the rel-
ative price of non-tradables in terms of tradables (equivalent to the
real exchange rate ), kt is capital, and it is investment.17

κ
2

(
Bt − B̄

)2 is the cost of adjusting the country’s foreign debt
position. Following Schmitt-Grohé and Uribe (2003), the model
introduces these adjustment costs with the sole purpose of elimi-
nating the familiar unit root built in the dynamics of standard for-
mulations of the small open economy model. As discussed in Uribe
and Yue (2006), the debt adjustment cost can be decentralized as a
bank operational cost.

17Investment is in tradables only.
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Tt denotes government lump-sum transfers, and Πf
t are dividends

received from firms. The interest rate at which the households can
borrow from international markets is given by

rd
t = (1 + τ (Bt)) exp(−ηt)r∗.

τ (Bt) denotes taxes on foreign debt interest rate payments and has
the following functional form (as in Kitano 2011):

τ (Bt) =
τ

2
(
Bt − B̄

)2
,

where τ is a parameter representing the intensity of the tax, and
B̄ denotes the economy’s steady-state foreign debt position.18 For-
eign debt interest rate payments are based on the world interest
rate r∗, which is exogenously determined, and subject to a random
disturbance term denoted by ηt. Finally, rk

t is the rental rate of cap-
ital and wt is the real wage. The process of capital accumulation is
given by

kt+1 = (1 − δ) kt + it − φ

2

(
kt+1 − kt

kt

)2

, (7)

where φ
2

(
kt+1−kt

kt

)2
represents a capital adjustment cost.

Optimality conditions for consumption, labor, foreign debt, and
capital are

1 − ϕ

ϕ

(
cN,t

cT,t

)−(μ+1)

= pN,t, (8)

ω

1 − ω

1 − ht

ct
=

pN,t

wt
, (9)

− λt

(
1 − κ

(
Bt − B̄

B̄

))
+ βt (1 + exp(−ηt)r∗ (1 + τ (Bt) + τ ′ (Bt) Bt)) Et [λt+1] = 0,

(10)

18B̄ is calibrated to equal to zero in steady state, thus tax revenues are on the
full stock of foreign debt.
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and

− λt [1 + φ (kt+1 − kt)]

+ βtEt

[
λt+1

(
1 + rk

t+1 − δ + φ (kt+2 − kt+1)
)]

= 0. (11)

The marginal utility of consumption is denoted by

λt = ωc
ω(1−γ)−1
t (1 − ht)

(1−ω)(1−γ)
.

3.2 Firms

There are two sectors in this economy: tradable and non-tradable.
Firms in both sectors are competitive. Following the Dutch disease
literature (see Lama and Medina 2012 and the discussion therein),
the production of tradables in this economy is subject to an LBD
externality. Firms in this sector choose labor and capital to maximize
profits, and produce output according to a Cobb-Douglas production
function:

YT,t = AT,tl
ξ
t k

α
t h1−α

T,t . (12)

AT,t, kt, and hT,t denote an exogenous productivity shock, capi-
tal, and labor, respectively, with both α and ξ between zero and
one. Average organizational capital in the production of tradables is
denoted by lt, and is specified as in Cooper and Johri (2002):

lt+1 = lζt Y
ψ
T,t, (13)

with ζ + ψ = 1. The rationale behind this LBD mechanism is that
production in the tradable sector increases the experience of workers,
and this further improves productivity in the future. As in Romer
(1986), individual firms assume that they cannot affect the aggre-
gate stock of organizational capital, so they take lt as given. This
makes firms infer that they are facing a constant returns to scale
technology, making the problem of the firm quite standard. On the
other hand, a social planner would observe that (12) is an increasing
return to scale technology at the aggregate level, therefore consider-
ing the effect of the LBD mechanism in production via the experience
gained. This externality can be viewed as a moving cost from the
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tradable to the non-tradable sector, and if this cost is not internal-
ized by firms, it will have considerable implications for the economy’s
aggregate welfare levels.

Firms in the non-tradable sector produce output with a simple
technology that is linear in labor and is described by

YN,t = AN,thN,t,

where AN,t is a sector-specific exogenous productivity shock . Labor
is perfectly mobile across sectors. Firms in the two sectors obtain
their inputs for production from the household, so that in equilib-
rium the wage rate equals the marginal productivity of labor and the
rate of return on capital equals the marginal productivity of capital.
Since in equilibrium marginal productivity of labor across sectors
are equalized, leading to

wt = (1 − α)
YT,t

hT,t
= pN,t

YN,t

hN,t
. (14)

Finally, the optimality condition for capital is

rk
t = α

YT,t

kT,t
. (15)

3.3 Government

For simplicity, it is assumed that the government runs a balanced
budget. Its revenue, the CFM tax, is rebated back to households as
lump-sum transfers,

Tt = τ (Bt) exp(−ηt)r∗Bt.

3.4 Equilibrium

The market clearing conditions for labor and the two production
sectors are

ht = hT,t + hN,t

YN,t = cN,t

YT,t = cT,t + it.
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The competitive equilibrium of this model is defined as the state-
contingent sequences of allocations and prices{

cN,t, cT,t, kt+1, ht, hN,t, hT,t, pN,t, Bt, rk
t , wt

}∞
t=0 ,

such that (i) households maximize expected utility subject to their
budget and time constraints taking prices as given, (ii) firms maxi-
mize profits subject to their technology taking input prices as given,
and (iii) markets clear.

3.5 Parameterization

The parameters used to solve and simulate the model are listed in
Table 1. The time frequency is supposed to be quarterly. All of the
parameters with the exception of tradable production technology
are obtained from similar studies of small open economies and are
typical parameters used in the real business cycle literature. The
parameters for the tradable production are obtained from Cooper
and Johri (2002), which estimates parameters for Equations (12)
and (13) simultaneously using two-digit manufacturing data for the
United States. In order to fully identify the parameters of the system,
some restrictions have to be imposed. For the purpose of this paper,
the parameters used correspond to the Cooper and Johri (2002)
estimation assuming increasing returns to scale in the production
function.19

The parameter for the foreign debt adjustment cost is the small-
est possible value close to zero, so that any effect on domestic interest
rates is primarily driven by debt levels and capital controls.20 The
model is solved numerically by taking log-linear approximations of
the equilibrium conditions around the steady state.

This chapter assumes that the processes for the shocks affecting
the economy are

ln (AT,t) = 0.95ln (AT,t−1) + εT,t, εT,t ∼ N
(
0, σ2

T

)
, σT = 0.007,

(16)

19It is worth noting that from all their identification methods, assuming increas-
ing returns to scale is the only one that produces all estimates of production
parameters to be significantly different from zero.

20This parameter cannot be set equal to zero, since bond holding costs are
necessary to ensure bond holdings do not display a unit root (Schmitt-Grohé and
Uribe 2003).
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ln (AN,t) = 0.95ln (AN,t−1)

+ εN,t, εN,t ∼ N
(
0, σ2

N

)
, σN = 0.0035, (17)

and

ηt = 0.98ηt−1 + εη,t, εη,t ∼ N
(
0, σ2

η

)
, ση = 0.01. (18)

The persistence parameters and the standard deviations for the
technology in both sectors are obtained from Lartey (2008). Given
the quarterly frequency of the model, the parameters for the foreign
interest rate are estimated using the U.S. three-month Treasury-bill
rate.

3.6 Model Simulations

This subsection presents the impulse response functions (IRFs) from
the model simulations to a two-standard-deviation reduction in the
world interest rate. The IRFs show the effect one year (i.e., four
quarters) after impact. In order to illustrate the endogenous effect
of CFMs in insulating the economy from a global interest rate shock,
simulations are run for different levels of the tax on foreign interest
rate payments (τ).

Results show that a (negative) two-standard-deviation shock to
the world interest rate increases net foreign borrowing (Figure 13,
panel 1), which in turn leads to higher consumption of both tradables
and non-tradables. The higher demand for non-tradables increases
wages and the relative price of non-tradables (Figure 13, panel 2),
causing labor to reallocate from the tradable to the non-tradable
sector (Figure 13, panel 3). This reallocation of labor causes a con-
traction of output in the tradable sector (Figure 13, panel 4). The
reduction in the global interest rate passes through to domestic inter-
est rates and investment increases (Figure 13, panels 5 and 6). All
in all, the model does a good job of capturing Dutch disease effects
in response to the increased availability of foreign-financed tradable
goods.

This theoretical simulation allows the analysis to isolate the role
of CFMs. As shown in Figure 13, by curving the availability of for-
eign capital, the tax on foreign debt payments (i.e., the CFM) limits
the rise in relative prices (i.e., an appreciation of the currency) and
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Figure 13. Theoretical Impulse Responses
to Global Interest Rate Shocks

Note: Each bar corresponds to the one-year response to a two-standard-deviation
reduction in the global interest rate shock for different CFM (τ) rates.

the ensuing contraction in the tradable output. While it is clear from
examining Equation (12) that the initial contraction in the tradable
sector will be exacerbated by a reduction in the level of organiza-
tional capital, it is not evident that limiting this contraction would
be optimal from the social planner’s point of view. Increasing the
cost of foreign capital by too much slows the economy’s investment
rate. Furthermore, some reallocation from tradable to non-tradable
sectors would still be an efficient response to the reduction in the
global interest rate.

In terms of positive implications, the impulse responses in the
structural model are symmetric. Hence an increase in the global
interest rate will lead to a reduction in relative prices and a real-
location of resources from the non-tradable to the tradable sector.
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However, in the model the reallocation of resources from the non-
tradable to the tradable sector is “costless,” hence the optimality of
CFMs would not depend on the direction of the shock to the global
interest rate. Therefore, as explained in the next section, the opti-
mality of CFMs in this economy is assessed against the ability of
these policy instruments in allowing the most efficient reallocation
of resources across sectors.

3.7 Welfare Analysis

The welfare analysis is based on Schmitt-Grohé and Uribe (2004),
and it calculates the fraction of consumption required for households
in an economy with no CFMs to be as well off as households in an
economy with CFMs. This welfare value is calculated for different
CFM levels, represented by τ in the model, in order to identify the
CFM rate that maximizes household’s expected lifetime utility. The
economy with no CFMs (τ = 0) will be denoted by B, and will be
considered the benchmark model. On the other hand, the economy
with CFMs (τ > 0) will be denoted by C. The conditional welfare
function for each economy is represented by

V B
0 = E0

∞∑
t=0

βtU
(
cB
t , hB

t

)
, (19)

and

V C
0 = E0

∞∑
t=0

βtU
(
cC
t , hC

t

)
, (20)

where ci
t and hi

t represent the contingent plans for consumption and
hours under economy i, with i = B, C. Let Ψlbd denote the fraction of
economy C’s consumption required in order for households in econ-
omy B to have the same welfare levels as households in economy C.
Therefore, welfare is redefined as

V C
0 = E0

∞∑
t=0

βtU
((

1 + Ψlbd
)
cB
t , hB

t

)
.
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Figure 14. Optimality of CFMs in an Economy
with a Learning-by-Doing Externality

Note: This figure shows welfare gains from CFMs in terms of the fraction of
consumption required for households under a regime with no CFMs to be as
well off as households under a regime with CFMs. The horizontal axis measures
the intensity of CFMs through the parameter τ . The vertical axis measures the
welfare benefit (in terms of consumption) of different degrees of CFMs.

Given the functional form of utility represented in Equation (5),
Ψlbd can be written as

Ψlbd =

{
1 −

[
(1 − γ) V B

0 + (1 − θt)−1

(1 − γ) V C
0 + (1 − θt)−1

] 1
ω(1−γ)

}
. (21)

The welfare gain is computed through a second-order approxi-
mation of Equation (21). Figure 14 shows the welfare gain described
in Equation (21) under different values of τ . Welfare is an increasing
function in the level of CFMs up to τ = 0.045, meaning that 0.25
percent of household consumption should be transferred to a regime
with no capital controls in order for households in that regime to
have the same expected level of utility as households in a regime
with capital controls in place.

As shown in the previous subsection, CFMs are effective in dis-
couraging households from financing tradable consumption with for-
eign borrowing, therefore limiting costly resource reallocation from
the tradable to the non-tradable sector, and thus increase agents’
welfare. That is, when there is an LBD externality in this economy,
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limiting foreign borrowing can be considered close to a second-best
policy.21 However, it is clear that the use of CFMs should be handled
with care, as the benefits from CFMs dissipate relatively quickly,
even for relatively low values of τ . Results show that there are bene-
fits from households having access to international capital markets,
and some reallocation from the tradable to non-tradable sector is
indeed the efficient response to capital inflow surges. All these issues
highlight the implementation challenges of CFMs.

3.8 Sensitivity Analysis

While most of the parameters used in this paper come directly from
a large and standard strand of literature on small open economy
models, they can be easily estimated from observable data. How-
ever, the parameters for the LBD mechanism are hard to estimate
for EMDEs due to data constraints.

Against this backdrop, this subsection analyzes the sensitivity of
the results to the share of organizational capital in the production
function of tradables, the learning rate parameter ξ. This parame-
ter is obtained from Cooper and Johri (2002), who estimate these
parameters for U.S. manufacturing sector firms, and corresponds to
the identification scheme of assuming that the production function
exhibits constant returns to scale. As a robustness the importance of
organizational capital in the tradable sector (ξ) is reduced from 0.26
to 0.08. This value is the lowest level of ξ that allows the analysis
to maintain the assumption regarding constant returns to scale of
production at the firm level and increasing returns to scale at the
aggregate level (i.e., α + (1 − α) + ξ > 1).

Figure 15 shows the welfare benefit under the lower learning rate
in the tradable sector (solid line). Even though the welfare benefit
of CFMs is smaller as the benchmark specification, still the use of
CFMs is welfare improving. A lower learning rate does not have a
material effect on the model dynamics to global interest rate shocks.
Nevertheless, the LBD mechanism is likely to be larger in EMDEs

21As discussed in the previous section, the optimality of limiting foreign bor-
rowing does not depend on the direction of the shock to the global interest
rate.
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Figure 15. Optimality of CFMs Under Different
Levels of a Learning-by-Doing Externality

Note: This figure shows welfare gains from CFMs in terms of the fraction of
consumption required for households under a regime with no CFMs to be as well
off as households under a regime with CFMs. The horizontal axis measures the
intensity of CFMs through the parameter τ . The vertical axis measures the wel-
fare benefit (in terms of consumption) of different degrees of CFMs. The solid
line uses the baseline level of organizational capital (0.26) and the dashed line
uses a lower level of organizational capital (0.08).

(as compared with the United States), as the share of manufactur-
ing in the exportable sector is significantly larger in some of these
economies.22 In this regard, the welfare gain from CFMs could be
larger in some EMDEs, with the results presented in this paper
representing a lower bound of the welfare benefit of CFMs in the
presence of Dutch disease.

4. Conclusion

This paper documented that accommodative monetary policy in
the United States in the post-GFC period coincided with textbook
Dutch disease symptoms in EMDEs: real currency appreciation and
a contraction in tradable output. The paper also shows evidence

22For example Garćıa-Cicco and Kawamura (2015), in a model calibrated to
Chilean data, show that the level of organizational capital is much larger than the
levels estimated by Cooper and Johri (2002) and commonly used in the literature.
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consistent with CFMs effectively insulating EMDEs from U.S. mon-
etary policy shocks. In order to evaluate the welfare implications
of this policy intervention, the paper develops a DSGE small open
economy model that exhibits an LBD externality in the tradable
sector. The LBD externality calls for the use of CFMs on inflows to
limit costly resource misallocation and to bring tradable production
close to the efficient level. In this regard the use of CFMs to address
Dutch disease effects would be most suitable for EMDEs with a siz-
able manufacturing export sector, a sector identified in the literature
as the one in which LBD accrues the most.

Using parameters commonly used in the Dutch disease literature,
the paper finds that the use of CFMs could be a second-best pol-
icy if agents fail to internalize the moving cost of shifting resources
from the tradable to non-tradable sectors. However, model simula-
tions suggest that the use of CFMs should be handled with care, as
capital inflows do lead to some resource allocation efficiency gains
and the benefits of CFMs accrue mainly at relatively low levels of
restrictions. Also, the fact that the LBD externality is not observ-
able and difficult to measure, calibrating CFMs (not only regard-
ing their magnitude but also their duration) could be a challenging
endeavor for policymakers. Importantly, the use of CFMs should not
be a substitute for necessary macro adjustment to correct underlying
imbalances, although CFMs appear as a sensible policy alternative
that can provide policymakers some breathing space when the scope
for foreign exchange intervention or monetary policy adjustment is
limited.

This paper presents an analytical framework with a novel mech-
anism to think about the merits of CFMs in the presence of LBD
externalities. By doing so, it puts forward a rationale for why CFMs
can be a useful part of the toolkit to manage the consequences of cap-
ital flows. It has done so through a parsimonious model, but future
research should consider also the interactions of LBD with other
externalities as well as the role of other policies in an integrated
fashion. At the same time, in a context of rising global interest rates
amid the normalization in monetary policy by the major central
banks, the model could be extended in order to analyze the merits
of capital account liberalization in order to prevent a sharp currency
depreciation and an inefficient reallocation from the non-tradable to
the tradable sector.
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1. Introduction

The accommodative monetary policy implemented in both devel-
oped and developing economies after the Global Financial Crisis
(GFC) has supported the subsequent economic recovery. Japan has
also experienced a sustained economic expansion under the Bank of
Japan’s (BOJ’s) aggressive monetary easing.

Accommodative monetary policy, however, can create an
intertemporal trade-off between improving current financial con-
ditions and increasing future financial vulnerabilities (Adrian and
Liang 2018 and International Monetary Fund 2018). Although
banks’ risk-taking behavior under the accommodative policy facil-
itates an improvement in firms’ financial condition, excessive risk-
taking could lead to the accumulation of imbalances in the financial
sector. These imbalances could result in increasing the financial sys-
tem’s vulnerability to adverse shocks by undermining banks’ loss-
absorbing capacity and their resilience to those shocks. Therefore,
examining potential vulnerabilities arising from banks’ risk-taking
under loose financial conditions has become increasingly important
from a macroprudential perspective. In addition, banks in devel-
oped economies—including Japan—have suffered from an underly-
ing decline in their profitability of loan businesses against the back-
ground of rapid aging as well as a decrease in population and the
number of firms. Not only the prolonged low interest rate environ-
ment but also these structural factors have increased banks’ incen-
tive of risk-taking in the loan market.

This paper examines the risk-taking behavior of banks in terms of
the “quality” of loans to small and medium-sized enterprises (SMEs)
using Japanese bank-firm matched data. Specifically, we identify
“low-return borrowers (LRBs)” and investigate the mechanism of
the recent increase in such loans by focusing on the macroeconomic
and financial environments as well as the risk profile of lending
banks. We define an LRB as a firm whose borrowing interest rate
is low relative to its credit risk since the loan interest rate on such
firms may not match with their credit risks and therefore are likely
to end up being “low-return” ex post from the lender’s perspective.
In fact, Figure 1 shows the relationship between firms’ return on
assets (ROA) and their borrowing interest rates in Japanese SMEs,
indicating that firms with ROA of less than 2 percent have lower
borrowing rates than those with higher ROA.
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Figure 1. Borrowing Interest Rate and Firm ROA

Note: Each line indicates the median borrowing interest rates of firms that are
classified by their ROA (represented by the horizontal axis) in each fiscal year.
Smoothed using a centered moving average.
Source: Teikoku Databank.

Using the matched data set of LRBs and their lending banks,
we find that low capital of lending banks is not the key factor driv-
ing risky lending by banks after the implementation of Basel III,
as banks hold higher levels of bank capital in general. Instead, this
paper shows that low profitability, i.e., a decrease in the future fran-
chise value, which ultimately determines a bank’s ability to build
new capital, is likely to be more important in driving banks’ risk-
taking. This finding sharply contrasts with one in the zombie lending
literature, which found that less capitalized banks increased more
loans to the zombie firms for the purpose of avoiding the realization
of credit costs in the late Japanese 1990s. Contrary to such ever-
greening loans, the recent increase in LRBs by highly capitalized
banks can be interpreted as an outcome of the risk-taking channel
of the accommodative monetary policy.

We also show that not only the low interest rate environment
but also the intensified competition among banks is an important
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Figure 2. Loan Share of LRBs

Note: Loan share of LRBs is calculated by dividing the amount of loans out-
standing to LRBs by the total SME loans.
Source: Teikoku Databank.

driving factor behind their risk-taking.1 In fact, Figure 2 shows that
the loan share of LRBs—which is calculated by dividing the amount
of loans outstanding to LRBs by the total SME loans—has clearly
increased from 2010, in tandem with the intensification of the com-
petition among banks in the loan market from 2010, as shown in
Figure 3.

The contribution of this paper is threefold. First, we contribute
to the literature on the relationship between financial stability and
the risk-taking channel of monetary policy. We show that the risky
lending to LRBs has been driven by the intensifying competition
among financial institutions as well as the low interest rate envi-
ronment. This finding indicates that severe competition could inten-
sify search-for-yields behavior by banks and lead to deterioration
in the credit quality. Therefore, the intertemporal trade-off between

1Altunbas, Gambacorta, and Marques-Ibanez (2014) investigate the effects
of prolonged low interest rate periods on banks’ risk profiles by using expected
default frequency. They control competition among banks when estimating the
effects of low interest rates on banks’ risk. However, they did not investigate why
and how banks’ default risk increased.
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Figure 3. Competition Index

Note: The figure indicates the median value of the degree of branch competition
calculated by dividing the number of total branches by the number of firms in a
bank’s business area.
Source: The Japan Financial News; Ministry of Internal Affairs and Communi-
cations; Teikoku Databank.

stimulating current economic activity and increasing future finan-
cial vulnerability can be made more severe by the competition in
the loan market.

Second, we investigate the characteristics of banks that increased
loans to LRBs in terms of profitability as well as the soundness
of their balance sheet. We find that banks with lower profitability
and higher capital adequacy ratio are more likely to increase loans
to risky firms. This finding implies that banks with sound balance
sheets are willing to increase risky loans with the aim of maintain-
ing their current profits. While existing studies show that the capital
adequacy ratio significantly affects banks’ risk-taking behavior, our
paper demonstrates that the profitability and its interaction effect
with the capital ratio are also crucial to understand their behavior.
These findings provide new important insight into the risk-taking
behavior of banks in an economy with low interest rates and lack-
luster loan demand.

Third, we extend the identification strategy in the zombie lending
literature in order to quantify the extent of misallocation in the loan
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market by taking into account both firms’ financial soundness and
the levels of their borrowing interest rates. We argue that an absolute
criterion, which is commonly used in the existing studies for identi-
fying distressed firms, is not suitable for examining potential risks in
the current Japanese loan market.2 We introduce simple but appro-
priate criteria to identify firms whose borrowing rates are low relative
to their credit risks. Specifically, by comparing a firm’s borrowing
interest rate and financial soundness with those of other firms in the
same category (categorized by firm size, industry, and fiscal year),
we provide an appropriate proxy for credit quality that reflects the
risk-taking stance of banks. Furthermore, our data cover long peri-
ods of unconventional monetary policies while a growing literature
investigates the unconventional policy effects through the risk-taking
channel and portfolio rebalancing of financial intermediaries using
data for relatively short time periods.3

In this paper, we focus on lending to SMEs. This is because the
increase in loans to SMEs is the main driving force behind the recent
increase in total loans, and more and more large firms are not relying
on bank loans. Therefore, evaluating banks’ risk-taking behavior in
SME loans is important in terms of macroprudence and the impact
on the macroeconomy.

The remainder of this paper is organized as follows. In Section 2,
we provide a brief overview of the literature related to our study. In
Section 3, we discuss the definition and the methodology for detect-
ing LRBs. Section 4 introduces our econometric models and possible
hypotheses for increasing loans to LRBs. In Section 5, we analyze
what is driving such an increase in loans to LRBs from the supply
side. Section 6 provides our conclusion.

2. Literature Review

In this paper, we further develop the identification strategy of credit
misallocation that is employed in the zombie lending literature.
Previous studies, including Peek and Rosengren (2005), pointed out

2See Section 3 for details on the identification strategy.
3See, for example, Chodorow-Reich (2014), Joyce, Liu, and Tonks (2014),

Koijen et al. (2017), Rodnyansky and Darmouni (2017), Albertazzi, Becker, and
Boucinha (2021), and Paludkiewicz (2021).
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Figure 4. Non-performing Loans Ratio

Note: The figure shows the average non-performing loans ratio of Japanese
banks.
Source: Bank of Japan.

that Japanese banks continued evergreen lending to low-profit firms
to avoid insolvency in the aftermath of the severe banking crises.
This perverse lending attracted a number of studies, which explored
the causes and the consequences of evergreen lending to inefficient
firms. Sekine, Kobayashi, and Saita (2003) show that evergreen lend-
ing lowers firms’ profitability using microdata. Caballero, Hoshi, and
Kashyap (2008) report that a higher zombie firm ratio is associated
with lower productivity growth in the industry. Kwon, Narita, and
Narita (2015) conclude that aggregate productivity growth in Japan
would have been 1 percentage point higher without zombie lending.

However, such an evergreening incentive is unlikely to be the
driving force behind recent risky lending by Japanese banks. Under
the bank revival plan, the so-called Program for Financial Revival,
led by the government in the early 2000s, Japanese banks reduced
non-performing loans (NPLs) drastically, as shown in Figure 4.
Partly because of their experiences in the banking crisis in the late
1990s and the early 2000s, Japanese banks suppressed risk-taking
even during the boom period before the GFC. Indeed, most Japan-
ese financial institutions remained relatively resilient during the
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financial turmoil that started in 2007 (Bank of Japan 2009). Fur-
thermore, the prolonged boom periods in Japan and overseas from
2012 helped banks to accumulate capital through low credit costs
and capital gains from risky assets including stocks. Against this
backdrop, recent loan market in Japan appears to be dominated
by a different mechanism from that shown in the literature on for-
bearance lending, which is based on banks’ motivation to avoid the
realization of credit losses.

One of the possible hypotheses to explain the increase in loans
to LRBs after 2010 is the risk-taking channel of monetary pol-
icy and the search-for-yields behavior of banks that face chronic
stress from decreases in the population and the number of firms.
In the literature, a growing number of studies examine the effects
of accommodative monetary policy on risk-taking by banks. Among
others, using Spanish loan-level data, a seminal paper of Jiménez
et al. (2014) finds that low policy rates lead to risk-taking by highly
leveraged banks. On the other hand, based on U.S. loan-level rat-
ing data, Dell’Ariccia, Laeven, and Suarez (2017) show that highly
capitalized banks are more likely to increase risk-taking in credits.
Maddaloni and Peydró (2011) also show that low short-term interest
rates ease the standard of loans and such tendency is amplified by
securitization.4

Few empirical studies investigated the risk-taking behavior under
the low interest rate environment based on bank-firm matched data
in Japan. Using bank-firm matched data, Aoki et al. (2016) find that
a decrease in long-term interest rates is associated with an increase in
lending to risky firms. Using Japanese data for listed firms, Hosono
and Miyakawa (2014) investigate the effect of monetary policy easing
on risky lending. These papers focused on the effects of low interest
rates or monetary policy. On the other hand, our paper investigates
not only the effect of low interest rates but also the intensifying
competition among banks by including both variables in our econo-
metric specification. If we omit one of the factors, we would fail to
identify the effects correctly, as those two factors are closely related

4For theoretical studies on the risk-taking channel, See Dell’Ariccia, Laeven,
and Marquez (2014) and Martinez-Miera and Repullo (2017).
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to each other.5 Thus, our paper allows us to understand comprehen-
sively the lending behavior of banks that face low interest rates and
intensifying competition.

This paper also contributes to the measurement issue of zom-
bie lending. Much of the existing literature, including recent stud-
ies in European countries, has mainly focused on quantifying the
extent of credit misallocation based on an indicator of current finan-
cial condition, such as interest coverage ratios (ICRs) (Andrews
and Petroulakis 2017; Storz et al. 2017; Banerjee and Hofmann
2018; Schivardi, Sette, and Tabellini 2021), financial support à la
Caballero, Hoshi, and Kashyap (2008), or a combination thereof
(Fukuda and Nakamura 2011; Kwon, Narita, and Narita 2015;
Acharya et al. 2019). However, the identification methodology based
on ICRs seems problematic, as it conflicts with the notion of exces-
sive financial support through low interest rates, which was originally
proposed by Caballero, Hoshi, and Kashyap (2008). Given a certain
level of profit and leverage, low interest rates imply a higher ICR.
Therefore, identifying firms with a low ICR as zombie firms implic-
itly assumes that banks’ lending behavior is not distorted in terms
of loan pricing. On the other hand, the ICR-based studies point
out that banks’ behavior is distorted in terms of credit allocation
measured by loan volume. These opposite views on banks’ behav-
ior should be reconciled somehow if we are to rely on ICRs. In this
paper, we propose a new measure to identify the distortional lending
behavior emerged in a low interest rate environment in Japan.

3. Data and Definition of Low-Return Borrowers

In this section, we explain the definition of LRBs and the firm-bank
matched data used in our analysis.

3.1 Data

We make use of two distinct data sets in our analysis: firm-level
data with lender information provided by Teikoku Databank (TDB)

5A number of papers studied the effect of competition on banks’ risk-taking
empirically (e.g., Jiménez, Lopez, and Saurina 2013) and theoretically (e.g., Boyd
and De Nicolo 2005; Martinez-Miera and Repullo 2010).
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and bank-level data compiled by the Bank of Japan. The firm-
level data cover major financial statements and some basic infor-
mation such as the number of employees. The data also include
information on lender-borrower relationships. In order to analyze
the credit allocation to LRBs from the loan supply-side perspec-
tive, we calculated the lending exposure of each bank to LRBs using
the lender-borrower relationships. The details of the calculation of
the bank-level exposure to LRBs are provided in the appendix. The
bank-level data collected by the Bank of Japan covers comprehen-
sive financial data for all major, regional, and small local banks, the
so-called shinkin banks, in Japan. Our data cover fiscal years 1999
to 2016.

3.2 Identifying Low-Return Borrowers

“Low-return borrowers” are identified in light of firms’ performance
as measured by profitability and leverage as well as their interest
rate expenses. Specifically, we define LRBs as firms that satisfy both
interest rate and financial soundness criteria.

• Interest Rate Criterion: The firm’s borrowing interest rate is
below the median rate of the most creditworthy firms. We use
the median borrowing interest rate of creditworthy firms as a
benchmark (quasi-prime rate), in order to judge whether the
firm’s borrowing interest rate is too low relative to the bor-
rower’s credit risk. More concretely, in each year, creditworthy
firms are defined as those with a return on assets within the
top 10th percentile or with a leverage ratio lower than the
median in each firm group categorized by the firm’s industry.
We use the ROA and leverage ratio as a measure of firms’
creditworthiness, as they are strongly associated with firms’
defaults.

• Financial Soundness Criterion: A firm is classified as a risky
firm if the firm’s ROA is lower than the median or its leverage
is higher than the median of each firm group categorized by
industry.

We label a firm as an LRB if the firm satisfies both interest
rate and financial soundness criteria for two consecutive years. If
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we defined borrowers using information from a single fiscal year, we
might label a firm whose profit happened to be struck by a transitory
idiosyncratic shock as an LRB.

Our first criterion follows the literature indicating that zom-
bies are receiving subsidized credit (Caballero, Hoshi, and Kashyap
2008). If the interest rate on loans to firms with relatively poor eco-
nomic performance is lower than the quasi-prime rate, such loans
would not be appropriately priced. In particular, such loans are
likely to be provided on the excessively optimistic premise that
the favorable macroeconomic conditions and the low interest rate
environment will continue in the future.

The second criterion rests on the notion that firms with low
profitability and/or high leverage are more likely to experience
default. Existing studies on firm defaults (e.g., Jacobson, Lindé, and
Roszbach 2013) found that major financial indicators such as ROA
and leverage significantly affect the probability of default. Therefore,
firms with poor performance are more likely to default and hence
are required to pay a higher credit premium.6

Rather than defining LRBs as those with both a low ROA and
high leverage, we label a firm as an LRB if it either (i) has a low
ROA and satisfies interest rate criteria or (ii) has high leverage and
satisfies interest rate criteria. This definition allows us to identify
vulnerable firms in a conservative manner. Further details on the
definition and identification method of LRBs are provided in the
appendix.

6Low interest rates relative to an LRBs’ credit risk might reflect private infor-
mation that lending banks have and the information could justify the low interest
rate. However, it would not be the case for the following two reasons. First, as
shown in Bank of Japan (2018a), we do not find evidence for such information
even though we comprehensively examine different LRBs’ characteristics. Sec-
ond, firms with low credit scores borrow with lower interest rates when the credit
score is less than some level. For example, the average interest rate for firms with
credit score of 25–30 is 1.8 percent while that of firms with 45–50 is 2.2 percent.
The credit score of a firm is determined by a credit investigator by considering
even soft information including its CEO’s personality, and the firm’s transaction
history. This shows that even if we take into account private information to some
extent, the interest rates are still low relative to their credit risks for some firms
with high credit risk, which include LRBs. We thank an anonymous referee for
pointing out this issue.
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3.3 Differences in the Definition of Low-Return
Firms from Previous Studies

The seminal paper of Caballero, Hoshi, and Kashyap (2008) in the
credit misallocation literature used the interest rate criterion solely
to define zombie firms. Furthermore, they defined hypothetical prime
rates using market interest rates and “prime rates” in the Bank of
Japan survey. However, as Fukuda and Nakamura (2011) pointed
out, such single criteria do not take into account the fact that a
well-performing firm could obtain loans with low borrowing inter-
est rates simply because its credit risk is substantially low. In fact,
recent papers such as Kwon, Narita, and Narita (2015) have used
criteria similar to ours to define zombie firms. In this paper, the
second financial soundness criterion enables us to avoid misspecify-
ing a well-performing firm as a low-return firm. Furthermore, as the
first criterion is based on the observed borrowing interest rates for
well-performing firms, we can address the mismeasurement problem
of prime rates.

Recent studies measure the distortion in the credit allocation to
insolvent firms based on the interest payment ability of the borrow-
ers. For example, Andrews and Petroulakis (2017) identify zombie
firms using the ICR. Although the ICR allows us to identify firms
that are already in trouble, credit risks in loans may be underesti-
mated. For example, banks might lower interest rates because, oth-
erwise, a firm would become insolvent. In that case, the firm’s ICR
would improve although it is distressed; in other words, the ICR is
contaminated by the endogenous response of banks lowering their
lending rate to insolvent firms.

However, the Japanese economy has seen secular downward
trends in economic growth and interest rates during the sample
period, including several severe recessions. Therefore, identification
of low-return firms that relies on an absolute measure would lead
to labeling a large portion of firms as “low-return” in recent years.
For example, with a criterion based on an absolute level of ROA,
more firms could be categorized as LRBs due to the deterioration
of firms’ performance when the economy is in recession. In addition,
with a downward trend in potential growth rates, firms’ profitabil-
ity is likely to decline. Therefore, in a case where a threshold is
defined as an absolute level of firms’ profitability, more and more
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firms could fall under the threshold, simply reflecting the lower
potential growth rates. To tackle this misidentification problem,
we opt to use relative measures by comparing interest rates and
performance among firms of the same industry categories in each
year.7

3.4 Credit Allocation to Low-Return Borrowers

We apply the identification strategy described in the previous section
and examine the development of the credit allocation to LRBs from
the early 2000s.

Table 1 summarizes the major indicators for different types of
borrowers. Low-return borrowers have lower labor productivity, as
their profitability is lower than the rest of the borrowers. However,
LRBs have a larger amount of loans, which is also reflected in high
leverage ratios. In addition, the ICR of LRBs is significantly lower
than one. This indicates that LRBs will be left with losses after
paying interest expenses.

Despite the fact that LRBs are vulnerable in terms of financial
indicators, lending interest rates to such borrowers are in fact lower
than those to other borrowers: the interest rate gap between LRBs
and other borrowers is larger than 1 percentage point. This fact
strongly supports our hypothesis that LRBs are not paying a suffi-
cient credit premium in spite of their financial vulnerability. In addi-
tion, the hypothesis is confirmed by a survey conducted by the Bank
of Japan on regional financial institutions as discussed in Bank of
Japan (2018b). Bank of Japan (2018b) shows that banks with a high
share of loans to low-return borrowers are more concerned about the

7In a booming period, our definition of LRBs based on the relative crite-
rion theoretically could lead to overestimation of loans whose interest rates are
not commensurate with credit risks. For example, suppose that all firms become
highly profitable and even a relatively low profitable firm generates a high return
in an absolute measure, and then their lower borrowing rates can be justified.
However, as shown in Table 1 and pointed out by Bank of Japan (2018a), this
is not the case: the level of profitability of LRBs has remained low even in the
prolonged macroeconomic expansion, and no substantial upward shift in the dis-
tribution of firms’ profitability has been observed. Therefore, our criterion does
not suffer from the overestimation problem due to an upward shift in profitability
for all firms.
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Table 1. Summary Statistics of Firm Variables

Low-Return Other
Borrowers Borrowers

Mean Median Mean Median

ROA (%) –2.8 0.2 1.3 2.1
(0.0) (0.0)

ICR (Ratio) –5.8 0.4 21.2 1.7
(0.2) (3.7)

Leverage (%) 103.9 89.5 86.5 80.8
(0.1) (0.0)

Borrowing Interest 1.3 1.4 2.9 2.4
Rate (%) (0.0) (0.0)

Total Sales 932 235 838 266
(Mil. Yen) (4.2) (2.1)

Total Borrowings 337 83 241 66
(Mil. Yen) (1.6) (0.6)

Labor Productivity 9,064 6,185 10,200 6,816
(Thous. Yen/Person) (43.1) (15.0)

Employees (Persons) 22 9 21 9
(0.0) (0.0)

Sample Period 2001–2016 2001–2016
Number of Observations 396,916 2,224,053

Note: Standard errors are in parentheses. Low-return borrowers are defined based
on their borrowing interest rates and financial soundness. For the details of the defi-
nition, see Section 3 and Section A.3 of the appendix. For the definition of each firm
variable, see Section A.1 of the appendix.
Source: Teikoku Databank.

possibility that their loan interest rates do not match the average
credit costs. This suggests that our identification strategy success-
fully captures loans whose interest rates are not commensurate with
the risks involved.8

8In order to identify LRBs, we do not rely on the calculation of lending costs,
which include a wide range of expenses such as personnel expenses and office
rental fee. This is partly because it is difficult to obtain a precise measure of
lending costs and partly because our focus is on potential costs that could entail
under a stress event rather than observed costs. In addition, we include bank
fixed effects in our estimation as explained in Section 3, to take into account the
possibility that some banks can offer lower interest rates due to high efficiency in
their lending business.
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Using the identification of LRBs, we calculate the loan share of
LRBs, which is defined as follows:

LSHAREi,t =

∑
j∈Ji,t

LowReturnLoani,j,t

Loani,t
, (1)

where LowReturnLoani,j,t indicates the amount of loans to low-
return firm j at time t from bank i and Loani,t indicates the total
SME loans of bank i. In addition, Ji,t indicates a set of LRBs to
whom bank i makes loans at time t. Figure 2 shows the develop-
ment of the average loan share of LRBs. We split the sample period
into two separate phases before and after 2010, and analyze the share
of LRBs for each phase.

In the early 2000s, the share of LRBs steadily decreased from
the highest level in 2001. In the 1990s, banks were still able to
maintain loans to distressed firms with relatively low interest rates
partly because the pressure from regulatory authorities to write off
bad loans was not strong (see Hosono and Sakuragawa 2005, for
example).

However, as discussed above, the restructuring plan led by the
government forced banks to decrease loans to LRBs. In addition, the
sustained economic recovery until the GFC allowed banks to reduce
such loans through an increase in interest rates (i.e., a switch to
non-low interest rate loans) or improvements in firms’ performance
(i.e., a switch to non-distressed firms).

From 2010, the share increased persistently and marked close
to 25 percent in 2016. The increase in the credit allocation to low-
performing firms is not explained in the same manner as the increase
observed in Europe after the GFC. As Figure 4 indicates, the NPL
ratio among Japanese banks in recent years is very low, and the
capital ratio has been well above the regulatory requirement. Given
these facts, we need different explanations from those used in the
previous literature on zombie lending. In the following sections, we
propose our explanation for the recent increase in credit allocation
to LRBs by focusing on the effects of the low interest rate environ-
ment, the competition among banks, and the prolonged expansion
of the economy.

Summary statistics for the data on the linkage between LRBs
and their banks are provided in Table 2. In the table, banks are
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Table 2. Summary Statistics of Bank Variables (Mean)

High Exposure Low Exposure

Loan Share of LRBs (%) 26.5 15.9
(0.16) (0.10)

Core ROA (%) 0.405 0.424
(0.007) (0.005)

Capital Adequacy Ratio 12.6 11.6
(0.15) (0.09)

Non-performing Loans (%) 4.16 4.26
(0.09) (0.05)

Total Assets (Bil. Yen) 3,049 5,022
(171) (473)

Total Loans (Bil. Yen) 1,863 2,558
(101) (206)

Sample Period 2005–2016 2005–2016
Observations 631 1,877

Note: Standard deviations are in parentheses. This high-exposure group consists
of banks whose exposure to LRBs falls in the upper fourth quartile, while others
are classified as a low-exposure group. For the definition of each bank variable, see
Section A.1 of the appendix. “Loan Share of LRBs” indicates the ratio of loans to
LRBs to the total amount of SME loans for each bank.
Source: Teikoku Databank; Bank of Japan.

divided into two groups according to the size of their exposure to
LRBs: the high-exposure group consists of banks whose exposure to
LRBs falls in the upper fourth quartile, while others are classified
as the low-exposure group.

Two distinct features are worth mentioning in Table 2. First,
banks in the high-exposure group have higher capital ratios. This
sharply contrasts with the past finding in the literature that ever-
green lending is undertaken mainly by lowly capitalized banks.
Second, banks in the high-exposure group have lower ROAs,
although they have higher capital ratio. These two facts imply that
the window-dressing motivation cannot explain banks’ risk-taking
behavior in lending to LRBs. Rather, we show that chronic stresses
such as the low interest rate environment and decreasing loan
demand play an important role in the risk-taking behavior of banks.

In the following analysis, we exclude the samples in the post-
bubble crisis period toward the early 2000s, in which Japanese banks
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suffered from non-performing loan problems, and focus on the sam-
ple from 2005 and 2016. The TDB data include information for large
banks as well as shinkin banks. To construct banks’ lending expo-
sure to LRBs with a sufficient sample size of the borrowing firms
for each bank, we omit observations of banks for which we cannot
identify transaction relationships with more than 300 firms in the
year. This procedure produces unbalanced panel data with around
200 observations of banks per year.

4. Econometric Model and Hypotheses

In the previous section, we showed the fact that the loan share of
LRBs has increased since 2010. In the following analysis, we explain
an econometric model to investigate factors that have contributed
to the increase in lending to LRBs. Then, we propose possible expla-
nations for the increase in lending to LRBs.

4.1 Econometric Model

To investigate the driving forces behind movements in loans to
LRBs, we introduce a simple econometric model. Our focus is on
the credit allocation between normal borrowers and LRBs. There-
fore, a dependent variable in our baseline model is the share of loans
to LRBs in bank i’s total loans. We should note that the variable
of our interest, namely the outstanding amount of loans to LRBs,
changes gradually because the data include loans with a maturity of
more than a year. Therefore, we use a dynamic panel model of loans
to LRBs with bank fixed effects as follows:

LSHAREi,t = αi + β1LSHAREi,t−1 + β2Xi,t−1

+ β3Y IELDSt−1 + β4GAPt−1 + εi,t, (2)

where LSHAREi,t indicates the share of loans to LRBs in bank i’s
total loans, and Xi,t−1 denotes a vector of bank i’s variables. As
Xi,t−1, we use competition indicator, bank capital, bank profitabil-
ity, and their interaction effects. As we discuss below, we focus on
effects of these variables to investigate the background mechanism of
loans to LRBs. We take a one-year lag for the variables to avoid the
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endogeneity problem. Y IELDSt−1 and GAPt−1 indicate the five-
year government bond yield and the output gap, respectively. These
two macroeconomic variables are included to capture the effects of
the low interest rate environment and prolonged economic expan-
sion. αi denotes bank i’s fixed effect, and εit indicates the error
term.

In addition, to check whether our results depend on the assump-
tion of dynamic panel models, we also use the following simple
fixed-effects model without lagged dependent variables:

LSHAREi,t = γi + δ1Xi,t−1 + δ2Y IELDSt−1 + δ3GAPt−1 + εit.
(3)

To prevent an endogeneity problem from arising due to the inclu-
sion of the lagged dependent variable in Equation (2) and predeter-
mined variables Xi,t−1 in Equations (3) and (4), we conduct sys-
tem GMM estimation following Blundell and Bond (1998) using
lagged dependent and explanatory variables as instrumental vari-
ables. Including bank fixed effects allows us to mitigate the omitted-
variable problem. However, as Blundell and Bond (1998) pointed
out, the endogeneity problem arises when we extract bank fixed
effects by taking the first difference of the equation or subtracting
the average. Thus, our system GMM estimation is most suitable to
deal with predetermined variables and fixed effects.

4.2 Factors of Increasing Loans to Low-Return Borrowers

We focus on three driving factors of increasing loans to LRBs: low
interest rates, competition among banks, and bank performance.

4.2.1 Low Interest Rates and Macroeconomic Conditions

As discussed in Section 2, under the accommodative monetary condi-
tions, banks would intensify their search-for-yields behavior in order
to attain their target of profits. If such a risk-taking channel exists,
the coefficient on the five-year bond yield should be negative in
the estimated equations. As short-term rates in Japan remained
almost unchanged at a very low level for more than a decade, we
use medium-term interest rates rather than policy rates to capture



Vol. 19 No. 5 Franchise Value Matters 163

the accommodative financial environment. We also include the inter-
action term between the five-year bond yield and banks’ capital ade-
quacy ratios to investigate whether the risk-taking channel is more
pronounced for highly capitalized banks.

In addition, the prolonged economic expansion after the GFC
would affect the risk-taking behavior of banks by changing their
perception of borrowing firms’ credit risks. If the economic expan-
sion promotes banks’ risk-taking in loans to LRBs, the coefficient
on the output gap is expected to be positive. On the other hand, if
a lending bank kept a borrowing firm solvent through forbearance
lending with extremely low interest rates during the economic down-
turn, the improvement of the firm’s financial soundness due to the
subsequent economic recovery would enable the bank to halt for-
bearance lending by increasing loan interest rates to the borrower.
In this case, the coefficient can be negative. In order to investigate
such a business cycle effect on loans to LRBs, we use the output gap
estimated by the BOJ.

4.2.2 Intensifying Competition among Banks

Along with the prolonged low interest rate environment, intensifying
competition among banks is also a possible driving force behind the
increase in loans to LRBs. In Japan, the competition among finan-
cial institutions in loan markets has steadily intensified. One of the
reasons for the intensified competition is that banks have not dras-
tically reduced the loan supply capacity even though banks have
faced a persistent decline in loan demand. In fact, as pointed out
by Bank of Japan (2017), Japanese banks have maintained a large
capacity, such as the number of branches, despite the long-lasting
declines in the population and the loan demand from firms. Further-
more, Japanese banks rely heavily on traditional loan business and
have not diversified the sources of their income, which would lead to
an increase in the competition in loan markets.9 The mechanism of
the intensification of the competition itself is an important research
topic, but it is beyond the scope of this paper. We focus on inves-
tigating the effects of the competition on the credit allocation to
LRBs.

9See Bank of Japan (2017) for details.
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The intensified competition is likely to change the lending behav-
ior of banks. If the competition reaches an excessive level, the price,
i.e., the interest rate, could become extremely low as a result of
“mispricing.” In particular, amid the prolonged economic expansion
period, banks are tempted to decrease interest rates in order to cap-
ture the loan demand because the low loan rates could be justified
by the low default probability in such an environment.

To analyze such banks’ lending behavior, we construct a proxy
for competition among banks by using bank-firm matched data. We
calculate the ratio of the number of financial institutions’ branches
to the number of existing firms in each bank’s business area. A bank’s
business area is defined based on the location of the headquarters
of client firms with whom the bank has a transaction relationship.
Specifically, we calculate the competition index as follows. First, we
calculate the ratio of the total number of banks’ branches to the
number of firms in each prefecture. We use the number of branches
compiled by the Japan Financial News and the number of firms from
the Economic Census for Business Activity conducted by the Min-
istry of Internal Affairs and Communications. Once we obtain the
branch-to-firm ratio of prefectures for each bank, we take a weighted
average of the ratios in prefectures by using the bank’s loan expo-
sure to each firm as a weight. Thus, we can calculate the competition
index for each bank. In the appendix, we illustrated the details of
the method to construct the index. Note that an increase in the
index indicates that the number of branches increases relative to the
number of firms, which may result in an excess supply of financial
services.

In the baseline model, we include the competition index to dis-
entangle the effects of intensified competition from the effects of low
interest rates on banks’ risk-taking behavior. If the increase in com-
petition encourages the risk-taking behavior of banks, the coefficient
on the index is expected to be positive in the estimated equation.

4.2.3 Bank Financial Condition and Performance

Finally, the third possible hypothesis is that banks’ financial condi-
tion affects their risk-taking in loans to LRBs. A strand of literature
on bank lending behavior reported that the soundness of banks’ bal-
ance sheets matters for banks’ risk-taking behavior, as discussed in
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Section 2. Specifically, Japanese banks suffered from non-performing
loans and resultant low capital ratios after the collapse of the bub-
ble economy at the beginning of the 1990s. The previous litera-
ture found forbearance lending or capital crunch of Japanese banks
from the late 1990s to the early 2000s. To investigate the effects of
the capital ratio on lending behavior, we include the capital ade-
quacy ratio based on the Basel Accord as a bank variable in the
regression.

We should note that the sign of the coefficient on the capital
ratio could be positive or negative in our estimated equation. If
window-dressing behavior is prevalent, the capital ratio has a neg-
ative coefficient. On the other hand, if the capital ratio works as a
constraint, the coefficient should be positive, as an increase in capital
mitigates the constraint.

In addition to the capital ratio, we include a bank’s profit ratio
to capture the banks’ current performance. The profit ratio is also
expected to serve as a proxy for the future capital ratio. By defini-
tion, profits are a main determinant of the future capital ratio and
therefore current low profits could be associated with relatively low
capital in the future. Even though Japanese banks generally main-
tain capital ratios well above the regulatory level, continuing declines
in profits would affect their risk-taking behavior by changing banks’
expected capital ratio in the future. In particular, if the banks con-
tinue to suffer from low profits, they would strengthen risk-taking to
increase profits to prevent the capital constraint from binding in the
future. To examine this hypothesis, we use a profit ratio, which is
defined as the ratio of pre-provision net revenue (PPNR) excluding
trading income to total assets (core ROA). If banks tend to intensify
risk-taking behavior in order to prevent the occurrence of low capital
in the future, the coefficient of the profit ratio would be negative in
the estimated equation.

Furthermore, current profits could have interaction effects with
the capital ratio. For example, if a bank’s current profit is low and
its capital is also low, the bank may not increase risk-taking on the
concern that its capital level will hit the regulatory threshold imme-
diately under a stress event. The opposite case also could be true,
if such a bank with low profits and low capital bets its remaining
lending capacity on risky lending, hoping that an increase in its loan
volume to risky firms would raise its profits somehow.
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Specifically, as an explanatory variable, we include the interac-
tion term of the profit ratio and the low capital adequacy ratio
dummy. The low capital ratio dummy takes a value of one if the
capital ratio is below 9 percent. To set the threshold for the dummy
variable, we choose 1 percentage point above the regulatory level of
8 percent for internationally active banks because banks could start
to alter their lending behavior before the capital adequacy ratio
actually hits the regulatory level.10 Although the regulatory level
for domestic banks is set at 4 percent, the level of 8 percent is often
referred to as a reference level for the capital adequacy ratio even for
domestic banks with sound balance sheets (see, for example, Bank
of Japan 2018a).

As discussed above, the coefficient of the interaction term can be
either positive or negative in the estimated equation. If we assume
that low profit induces the bank’s risk-taking behavior and a low
capital ratio mitigates the effect of low profits on risk-taking, the
coefficient could be positive. On the other hand, if the bank’s low
capital accelerates the risk-taking behavior of low-profit banks, the
coefficient on the interaction term should be negative.

5. Estimation Result

As the baseline models, we estimate two different specifications. In
each of the regressions, first, as the supply-side variable, we use either
the bank competition index or the bank financial variables. Then, we
show the robustness of the estimation results by including simulta-
neously those supply-side variables. We include the output gap and
five-year yields in both of the specifications. In addition, we esti-
mate two fixed-effect models: a dynamic panel model with a lagged
dependent variable and a simple model without the lagged vari-
able. As the regressions include predetermined variables in both of
Equations (2) and (3), we used the lagged variables as instrumental
variables following Blundell and Bond (1998).

10For example, Peek and Rosengren (2005) defined a low capital dummy as a
variable that takes a value of one if the capital ratio is less than 2 percentage
points above the regulatory level.
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Table 3. Estimation Results with the Competition Index

(1) (2)

Lagged Dependent Variable — 0.460***
(0.051)

Five-Year Government Bond Yield –1.393*** –1.382***
(0.469) (0.366)

Output Gap 0.485*** 0.315***
(0.064) (0.055)

Competition Index 5.781*** 3.853***
(1.188) (0.890)

Bank Fixed Effect
√ √

Sample Period 2005–2016 2005–2016
Observations 2,382 2,382
Hansen Test (p-value) 0.001 0.140
Arellano-Bond Test for AR(1) (p-value) 0.000 0.000
Arellano-Bond Test for AR(2) (p-value) 0.016 0.964

Note: *, **, and *** denote significance at the 10 percent, 5 percent, and 1 percent
levels, respectively. Robust standard errors are in parentheses. The table indicates
the estimation result for the fixed-effect models with and without the lagged depen-
dent variable as an explanatory variable. The explanatory variables are lagged by one
year to mitigate the endogeneity problem. We employed the system GMM, following
Blundell and Bond (1998) by using lagged variables of dependent and explanatory
variables as instrumental variables.

5.1 Effects of Low Interest Rates and Economic Expansion

First, we report the estimation results with the competition index
in Table 3. The first and second columns in Table 3 indicate the
estimation result for the simple fixed effect and the dynamic panel
model, respectively. In both models, all coefficients are significant
at a 1 percent significance level. However, in the estimation without
the lagged dependent variable in the first column, the Hansen test
for the validity of instrumental variables is rejected. In addition, the
Arellano-Bond test for the autocorrelation of error terms shows that
error terms may be correlated, which means that the estimation does
not satisfy the required assumption.

The result shows that a decrease in the five-year government
bond yield increases the share of loans to LRBs. By considering the
fact that bank loans increased on average in this period, the increase
in the share of loans to LRBs implies that loans to LRBs increased
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more rapidly than those to normal borrowers. Furthermore, as the
BOJ has implemented an expansionary monetary policy for most of
this period, the result also indicates that the BOJ’s monetary easing
has worked through a risk-taking channel by increasing risky loans
to LRBs.

The coefficient on the output gap is estimated to be positive in
the specifications with and without the lagged dependent variable,
which suggests that the favorable macroeconomic conditions induce
banks’ risk-taking behavior in loans to LRBs. In particular, this
means that the current economic expansion facilitates banks to offer
low interest rates relative to firms’ credit risks, as it causes banks to
underestimate firms’ potential default risks.

The estimated coefficients for the two macroeconomic variables
imply that the favorable economic conditions along with the expan-
sionary policy stimulated banks’ risk-taking behaviors in the loan
market.

5.2 Intensifying Competition and Loans
to Low-Return Borrowers

Table 3 also shows that the increase in the competition index raises
the share of loans to LRBs and the effect is economically significant:
a one-point increase in the index means about a 3–4 percentage point
increase in the share of loans to LRBs. Furthermore, the degree of
competition that each bank faces substantially differs across banks.
In particular, banks that experienced a sharp decline in the number
of firms in their business areas are likely to increase credit allocation
to LRBs.

The coefficient is economically significant even though we con-
trol for the low interest rate environment. This means that compe-
tition itself is also an important driving force behind the increase
in risky lending. This result sheds light on a new aspect of risky
lending, as it shows that chronic stress such as intensified com-
petition could increase the distortion in credit allocations, thereby
leading to the accumulation of potential vulnerabilities in the finan-
cial system. In particular, Japanese banks more or less suffer
from intensified competition that arises from persistent decreasing
demand in loan markets in tandem with the shrinkage of the local
economy.
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Figure 5. Decomposition of the
Increase in Loan Share of LRBs

Note: The figure shows the decomposition of cumulative changes in the share of
loans to LRBs since 2010 based on the estimation result for the dynamic model
in Table 3. The contribution of the lagged dependent variable is decomposed into
that of each explanatory variable by using recursive substitution. “Initial” indi-
cates the contribution of the initial value (the actual change in the loan share of
LRBs from fiscal 2009 to 2010).

In fact, Figure 5 indicates that the contribution of the competi-
tion index to the increase in the share of LRBs is of nearly the same
magnitude as that of five-year yields in recent years. This shows
that the banks’ risk-taking increases more in an environment with
low interest rate policies and an underlying decline in loan demand.

5.3 Effects of Banks’ Capital and Profits

Table 4 indicates the estimation result for the specification with
banks’ capital and profit ratio. We make four points. First, the
impacts of the two macroeconomic variables are comparable to those
shown in Table 3. Second, the positive coefficient on the capital ratios
indicates that banks with higher capital adequacy ratios increase
loans to LRBs more. This implies that a sound balance sheet encour-
ages risk-taking, and window-dressing behavior seen in the 1990s
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Table 4. Estimation Results with
Bank Capital and Profit Ratio

(1) (2)

Lagged Dependent Variable — 0.622***
(0.037)

Five-Year Government Bond Yield –3.057*** –1.906***
(0.140) (0.275)

Output Gap 0.708*** 0.391***
(0.020) (0.044)

Core ROA –1.920*** –2.677***
(0.480) (0.941)

Capital Adequacy Ratio 0.263*** 0.201***
(0.037) (0.066)

Low Capital Dummy × Core ROA 3.287*** 2.293**
(0.332) (0.982)

Bank Fixed Effect
√ √

Sample Period 2005–2016 2005–2016
Observations 2,382 2,382
Hansen Test 0.006 0.137
Arellano-Bond Test for AR(1) (p-value) 0.000 0.000
Arellano-Bond Test for AR(2) (p-value) 0.003 0.396

Note: *, **, and *** denote significance at the 10 percent, 5 percent, and 1 per-
cent levels, respectively. Robust standard errors are in parentheses. The first column
shows the estimation result for the fixed-effect model with the lagged dependent
variable as an explanatory variable, and the second column shows that for the model
without the lagged dependent variable. The explanatory variables are lagged by one
year to mitigate the endogeneity problem. We employed the system GMM, following
Blundell and Bond (1998) by using lagged variables of dependent and explanatory
variables as instrumental variables.

has not been prevalent in our sample period. This positive coeffi-
cient shows a sharp contrast to what the extant literature found in
the early 2000s in Japan and the periods after the GFC in European
countries; i.e., risk-taking in loans to LRBs in Japan is mainly driven
by banks with adequate capital rather than those with low capital.

Third, banks with a lower core ROA increase loans to LRBs
more. This suggests that banks suffering from low profitability
take credit risks aggressively by offering low interest rates to low-
performing firms in order to raise profits by increasing their loan
volume. We need to pay attention to this tendency from a macro-
prudential perspective because banks with low profitability could
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Table 5. Sensitivity of the Loan
Share of LRBs to Core ROA

Lowly Non-lowly
Capitalized Banks Capitalized Banks

Sensitivity to Core ROA –0.383 –2.677***
(1.010) (0.885)

Note: *, **, and *** denote significance at the 10 percent, 5 percent, and 1 per-
cent levels, respectively. Robust standard errors are in parentheses. The sensitivity
is calculated by using the estimation result shown in the second column of Table 4.
For example, the sensitivity for a lowly capitalized bank is calculated by adding the
coefficient on the interaction effect to that on the core ROA (i.e., –0.383 = 2.293 –
2.677).

disproportionately incur a large loss when an adverse shock strikes
the economy, and such losses of specific banks could then impair the
resilience of the financial system.

Fourth, on the other hand, the interaction effects of the low cap-
ital dummy and core ROA indicate that the effect of core ROA on
risk-taking is mitigated for banks with low capital. In other words,
even if their core ROA is low, banks that have low capital ratios
do not increase risk-taking behavior in the loan market. This means
that the capital constraints matter more for loans to LRBs than cur-
rent profitability. As banks with low capital are concerned that they
may not be able to absorb credit costs in the case where risky loans
become non-performing under negative shocks, they tend to suppress
their risk-taking. This result has an important macroprudential pol-
icy implication; if the banks’ balance sheet deteriorates, banks whose
capital ratios approach the minimum regulatory requirement may
not continue to lend to LRBs. In turn, the reduction in the credit
supply could entail the sudden deleveraging of LRBs, which puts
downward pressure on the real economy.

To examine the interaction effects of capital and profitability
quantitatively, Table 5 compares the sensitivity of the share of LRBs
to the core ROA for lowly and non-lowly capitalized banks. The table
shows that the core ROA has a significant effect only for non-lowly
capitalized banks while the effect for lowly capitalized banks is not
significant.
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5.4 Interaction Effects of Low Interest Rates
and Banks’ Balance Sheet Soundness

We also investigate the interaction effect between low interest rates
and financial soundness on risk-taking in loans to LRBs. Although
we do not focus on monetary policy shocks in this paper, the hetero-
geneous effect of the low interest environment on risk-taking is an
important issue for the financial system. Therefore, we include the
interaction terms of the capital ratio and five-year government bond
yields to take into account the possibility that the effect of low inter-
est rate on banks’ risk-taking could differ depending on their capital
ratios. In addition, we also include the interaction term between the
capital ratio and output gap as a control variable.

Table 6 shows the estimation result for the dynamic panel model
with the interaction terms. The coefficient on the interaction effect
between five-year yields and capital is significantly negative. This
suggests that banks with more capital increase loans to LRBs more
aggressively in response to a decline in interest rates than banks
with less capital. In other words, the risk-taking effect of the low
interest rate environment is more pronounced for highly capitalized
banks. Therefore, the recent risk-taking behavior by banks does not
pose an immediate threat to financial stability because banks that
are more involved in loans to LRBs are relatively more highly cap-
italized. This result is consistent with the finding of Dell’Ariccia,
Laeven, and Suarez (2017) although our measure of risky lending is
different from theirs.

5.5 Robustness Check

In this subsection, as a robustness check, we focus solely on bank
characteristic variables and control for time-varying elements by year
fixed effects as follows:11

LSHAREi,t = γi + δ1Xi,t−1 +
T∑

j=1

φjTimej
t + εit. (4)

11We thank an anonymous referee for suggesting to conduct the robustness
check with year fixed effects.
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Table 6. Interaction Effects of Low
Interest Rates and Bank Capital Ratio

Dynamic

Lagged Dependent Variable 0.651***
(0.039)

Five-Year Government Bond Yield –1.676***
(0.340)

Output Gap 0.510***
(0.058)

Core ROA –1.981***
(0.794)

Capital Adequacy Ratio 0.117**
(0.046)

Capital Adequacy Ratio × Five-Year Yields –0.078*
(0.045)

Capital Adequacy Ratio × Output Gap –0.038***
(0.012)

Bank Fixed Effect
√

Sample Period 2005–2016
Observations 2,382
Hansen Test (p-value) 0.267
Arellano-Bond Test for AR(1) (p-value) 0.000
Arellano-Bond Test for AR(2) (p-value) 0.331

Note: *, **, and *** denote significance at the 10 percent, 5 percent, and 1 per-
cent levels, respectively. Robust standard errors are in parentheses. The table indi-
cates the estimation result for the dynamic panel model with bank fixed effects. The
explanatory variables are lagged by one year to mitigate the endogeneity problem.
We employed the system GMM, following Blundell and Bond (1998) by using lagged
variables of dependent and explanatory variables as instrumental variables.

We should note that by including time fixed effects, we cannot iden-
tify the effect of the macroeconomic variables, although we exten-
sively control for unobserved macroeconomic effects.

Columns 1 and 2 in Table 7 correspond to the specifications in
Tables 3 and 4, respectively. Column 1 indicates that the compe-
tition index has a statistically significant estimate. In addition, as
shown in column 2 in Table 7, the coefficients on core ROA, capital
adequacy ratio, and their interaction term have qualitatively similar
estimates to those in Table 4.

Furthermore, we investigate the effect of each variable by includ-
ing all of the variables simultaneously as well as year fixed effects in
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Table 7. Robustness Check with Year Fixed Effects

(1) (2) (3)

Lagged Dependent Variable 0.420*** 0.534*** 0.604***
(0.0574) (0.0566) (0.0500)

Competition Index 5.802*** — 1.173***
(0.872) (0.444)

Core ROA — –7.544*** –3.482***
(1.390) (1.166)

Capital Adequacy Ratio — 0.238*** 0.165**
(0.0922) (0.0718)

Low Capital Dummy × Core ROA — 2.227* 1.372
(1.237) (1.148)

Bank Fixed Effect
√ √ √

Year Fixed Effect
√ √ √

Sample Period 2005–2016 2005–2016 2005–2016
Observations 2,382 2,382 2,382
Hansen Test (p-value) 0.193 0.100 0.141
Arellano-Bond Test for AR(1) (p-value) 0.000 0.000 0.000
Arellano-Bond Test for AR(2) (p-value) 0.887 0.435 0.356

Note: *, **, and *** denote significance at the 10 percent, 5 percent, and 1 percent
levels, respectively. Robust standard errors are in parentheses. The table indicates
the estimation result for the dynamic panel model with bank variables and year fixed
effects. The explanatory variables are lagged by one year to mitigate the endogene-
ity problem. We employed the system GMM, following Blundell and Bond (1998)
by using lagged variables of dependent and explanatory variables as instrumental
variables.

column 3. The estimation result indicates that the competition index
and bank variables have qualitatively similar estimated coefficients
to the baseline estimations in Table 3 and 4.12

6. Conclusion

In this paper, we investigate the driving factors behind the increase
in loans to risky firms, i.e., “LRBs,” by exploiting bank-firm matched

12We should note that the impact of each variable becomes slightly smaller
than the impact in the baseline model. This is because the competition index,
return on assets, and capital ratio are weakly correlated with each other. This
result is reasonable if we consider that the competition among banks would be
intensified when they face low profitability and such competition erodes profits
further, impairing the capital ratio. To investigate the driving factors of intensi-
fying competition is an interesting topic. However, it is out of the scope of this
paper and is a topic for future research.
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data in Japan. We show three main findings for the mechanism of
banks’ risk-taking in such loans. First, we find that the low interest
rate environment encourages risk-taking by banks and the effect of
low interest rates is more pronounced for banks with a higher capital
adequacy ratio. Second, our estimation result provides evidence that
highly capitalized but low-profit banks are likely to increase loans to
LRBs. In addition, banks with low capital do not increase loans to
LRBs even if their profits are low. Third, the intensified competition
among banks in loan markets, which is captured by the decrease in
the loan demand from local firms relative to the number of banks’
branches, contributed to the increase in loans to LRBs. Furthermore,
the contribution of the intensified competition to the increase in low-
return loans from 2010 is comparable to that of low interest rates in
terms of magnitude. The result suggests that loose financial condi-
tions combined with the intensified competition among banks could
exacerbate the quality of credit by stimulating banks’ risk-taking
and lead to an accumulation of future vulnerabilities that make the
system more prone to amplifying negative shocks. These findings
add new insights on the understanding of banks’ risk-taking behav-
ior in the post-Basel III regulatory framework, where banks have
sufficient capital in general, as well as in the low interest rate envi-
ronment with low economic growth rates, which is prevalent in other
developed economies.

In this paper, we do not investigate the detailed reasons why
banks offer lower interest rates relative to the riskiness of firms.
However, we can point out possible hypotheses for the mechanism.
Under the prolonged favorable economic conditions, banks’ expec-
tation about the future financial condition of firms has turned too
myopic. Additionally, bank managers may be under pressure to
achieve a certain level of profits because banks need to pay fixed
costs even under the low interest rate environment. Institutionally,
this constraint seems to be more binding and may force bank man-
agers to discount future credit costs somehow. Thus, they aim to
increase net interest income by increasing loan volumes with rela-
tively low interest rates. We will study this issue as a future research
topic.
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Appendix

A.1 Definitions of Bank and Firm Indicators

The definition of each indicator used in this paper is as follows:

• Borrowing Interest Rate (%) = Interest Expenses / Total
Borrowing × 100

• Interest Coverage Ratio (ICR) = (Operating Income +
Interest Revenue) / Interest Expenses

• Return on Assets (ROA, %) = Operating Income / Total
Assets × 100

• Leverage Ratio = Total Debt / Total Assets × 100
• Labor Productivity = (Total Sales – Sales Cost)/Employee
• Banks’ Core Operating Income (Core ROA, %) = PPNR

(Pre-provision Net Revenue) Excluding Trading Income /
Total Assets × 100

A.2 Detailed Information on the Data

The bank-firm matched data compiled by Teikoku Databank com-
prises the following three different data sets: COSMOS1, COSMOS2,
and the AUX (auxiliary) data sets. By combining the data sets, we
construct bank-firm matched data with banks’ and firms’ financial
data for the analysis.

• COSMOS1 includes detailed information on profit/loss and
balance sheets and covers from 1999 to 2016.

• COSMOS2 includes each firm’s transaction information with
banks and covers from 1976 to 2016.

• AUX includes detailed information on loans between firms
and banks. But it covers fewer firms than COSMOS1 and
COSMOS2 and covers only from 2008 to 2016.

A.3 Definition of Low-Return Borrowers

We provide detailed descriptions on how LRBs are defined. The first
key indicator is the benchmark interest rate PrimeRateLEV

t and
PrimeRateROA

t , which are defined as follows:
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PrimeRateROA
t = median(BorrowingRatej,t |

j ∈ {Firms within the top 10th percentile for ROA in t − 1})

PrimeRateLEV
t = median(BorrowingRatej,t |

j ∈ {Firms within the lower 50th percentile for leverage in t − 1}).

Note that one lag is taken when we extract the most creditworthy
firms to mitigate the endogeneity problem, as firms’ financial indi-
cators and their borrowing interest rate generally are determined
simultaneously. For the prime rate based on firm leverage, we define
the lower 50th percentile as the most creditworthy group. This is
because if we define the lowest 10th percentile as such group instead,
since most firms have a small amount of borrowings from the bank,
it would make the borrowing rate less informative.

Given the benchmark interest rate, LRBs are defined as follows:

LowReturnROA
j,t

=

⎧⎪⎨
⎪⎩

1 if j ∈ {k|BorrowingRatek,t < PrimeRateROA
t ∧

ROAk,t < median(ROAh,t, ∀ h)}
0 otherwise

LowReturnLEV
j,t

=

⎧⎪⎨
⎪⎩

1 if j ∈ {k|BorrowingRatek,t < PrimeRateLEV
t ∧

Leveragek,t > median(Leverageh,t, ∀ h)}
0 otherwise

Finally, we identify firms whose LowReturnROA
j,t is one in two

consecutive years or LowReturnLEV
j,t is one in two consecutive years

and label them as “low-return” borrowers as follows:

LowReturnj,t

=

⎧⎪⎪⎨
⎪⎪⎩

1 if j ∈ {k|LowReturnLEV
k,t = LowReturnLEV

k,t−1 = 1 ∨

LowReturnROA
k,t = LowReturnROA

k,t−1 = 1}
0 otherwise
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We split the entire sample into six industry groups: construction,
manufacturing, wholesale, retail, real estate, and services. Then, we
apply the above exercise to each industry group to define LRBs.

A.4 Aggregation by Banks

In this section, we illustrate how to construct bank-level data from
the bank-firm matched data. As we do not have complete data on
exactly how much a firm borrows from a particular bank, we take a
two-step approach to estimate the volume of bank loans.

The main data set, COSMOS1, contains the total amount of
loans, and COSMOS2 contains the list of banks that the firm has
transactions with and the order of the banks as ranked by the firm
according to the closeness of its relationships with the banks. We
can combine them and make a bank-firm matched data summarized
in Table A.1.

The fifth to the ninth columns indicate banks that each firm
has transactions with. The number in the cell indicates the order of
the banks for each firm as ranked by the firm for up to 10 banks
according to the closeness of its relationships with the banks. For
example, the table shows that firm1 ranked bank5 as the first bank
in terms of relationship closeness. For illustration, we list only five
banks, although the data include about 200 banks per year.

Next, let us define the share of loans from mth bank to the total
amount of loans when the total number of transacting banks is n as
wn

m. Note that Σn
i=1 wn

i = 1. We estimate wn
m using the auxiliary

data set, which includes detailed information on transactions and
loans. Then, we apply ŵn

m to calculate the amount of loans from
each bank and construct Table A.2.

Thus, we can calculate the estimated amount of loans that firm
j borrows from bank i. Then, by aggregating all loans by bank i,
we calculate the loan share of LRBs (LSHAREi,t) for bank i as
follows:

LSHAREi,t =

∑
j∈Ni,t

LowReturnj,t × LOANi,j,t

LOANi,t
, (A.1)

where Ni,t indicates a set of firms who have a relationship with
bank i and LowReturnj,t is an LRB dummy variable. LOANi,j,t is
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the estimated amount of loans from bank i to firm j in the above
procedure.

A.5 Construction of the Bank Competition Index

The competition among bank branches is calculated as follows. First,
the number of total bank branches per firm is calculated for each
prefecture. Second, each bank’s client firms are grouped based on
the prefecture where such firms’ headquarters are located. Third,
the competition index is calculated as the weighted average of the
overcapacity index by using the share of each loan to the bank’s
total loans as the weight.
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1. Introduction

The Great Financial Crisis (GFC) of 2007–09 has highlighted the
limits of traditional policies (notably microprudential and mone-
tary policy) in addressing the potential negative effects of credit and
asset price cycles on financial stability. As a response, central banks
and regulators in emerging market economies (EMEs) and advanced
economies (AEs) increasingly rely on long-advocated (e.g., Crockett
2000) macroprudential policies (MaPs). MaPs that are addressed at
banks include limits on credit growth, caps on loan-to-value (LTV)
and debt-service-to-income ratios, and additional liquidity and capi-
tal requirements, such as minimum liquidity ratios or countercyclical
capital buffers. In addition, MaPs such as loan-to-value limits have
targeted risks related to borrowers.

These MaPs have limited the procyclicality of bank credit growth
(Cerutti, Claessens, and Laeven 2017; for reviews of macropruden-
tial policies, see Claessens 2015 and Galati and Moessner 2018).
Together with the various other reforms implemented since the GFC,
including the Basel III framework and the closer supervisory over-
sight, MaPs have increased the resilience of banking systems around
the world. However, two factors may limit their efficacy for overall
financial stability.

First is the development of a large non-bank financial intermedi-
ation (NBFI) sector, also referred to as the shadow banking system.
The NBFI sector represents a potential way through which financial
intermediation could circumvent regulation in the core banking sys-
tem, impairing the effectiveness of various policies, including MaPs,
and potentially adding to overall financial stability risks. Indeed,
research has found evidence that a tightening of MaPs may shift
activities domestically towards the NBFI (Cizel et al. 2019).

Second is the presence of possible spillover effects across juris-
dictions. Recent analyses have documented that MaPs can improve
financial stability by reducing the impact of global factors (e.g.,
International Monetary Fund 2020, Takáts and Temesvary 2021).
However, it has also been documented that cross-border lending
allows financial markets to avoid MaPs and leads to spillover effects
from MaPs (Avdjiev et al. 2017, Cerutti and Zhou 2018). This liter-
ature has by and large focused on the cross-country effect of MaPs
on bank lending only, thus excluding effects on NBFI sector-related
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flows, and possibly underestimating total spillovers (Buch and Gold-
berg 2017). However, this analysis is especially important given the
growing role of non-bank financial intermediaries in cross-border
capital flows in both AEs and EMEs (the so-called second phase
of global liquidity; Shin 2014, Bruno and Shin 2015).

This paper tries to fill this gap by studying how domestic MaPs
affect the size of the NBFI assets both domestically and interna-
tionally. On the domestic side, we test if a tightening (easing) of
MAPs is associated with an increase (decrease) of financial activi-
ties in NBFI. And, we test for cross-country spillovers by estimating
whether the use of MaPs in foreign countries affects the size of the
NBFI domestically.

We focus on data from a subset of jurisdictions participating
in the annual monitoring exercise of the Financial Stability Board
(FSB), for which a sufficient number of observations are available.1

For these 24 jurisdictions, we observe yearly data on NBFI over the
period 2002–17. In particular, we focus on non-banks that perform
economic functions that may give rise to bank-like financial sta-
bility risks (what has been called the “narrow measure” of NBFI,
hereafter NBFI). The database also includes information on the size
of financial sectors based primarily on balance sheet data. Finally,
we use the full matrix of cross-country bank claims and liabilities
sourced from the Bank for International Settlement (BIS) interna-
tional banking statistics. The data on MaPs are obtained from three
different primary sources: Lim et al. (2011, 2013), Kuttner and Shim
(2016), and Cerutti et al. (2017). We classify MaPs under different
categories over the period 2000–16 (which is convenient in our case,
as we study the impact of lagged MaPs on the size of NBFI over
2002–17). In our baseline model, we estimate the effect of domestic
and foreign MaPs (measured over a five-year rolling window) on the
size of NBFI. Since foreign MaPs are likely to spill over across coun-
tries through financial linkages, we weight foreign countries’ MaPs

1The jurisdictions are Argentina, Australia, Belgium, Canada, Chile, France,
Germany, India, Indonesia, Ireland, Italy, Japan, Korea, Luxembourg, Mexico,
the Netherlands, Russia, Singapore, South Africa, Spain, Switzerland, Turkey, the
United Kingdom, and the United States. We excluded some jurisdictions given
the absence of information on the use of macroprudential measures or data gaps
in the NBFI components.
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according to (beginning-of-period) claims and liabilities towards the
country of study.

We find that a net tightening of domestic MaPs causes the share
of domestic NBFI assets in total financial assets to increase, driven
by both an increase in NBFI assets and a decrease in bank assets.
A net tightening of MaPs by foreign countries leads to a reduction
in the economy’s share of NBFI in total financial assets. When we
distinguish between tightening and easing of MaPs, we find that
the effects are by and large symmetric. Dividing MaPs into different
categories, we find that the effects are stronger for cyclical MaPs
(that focus on dampening the financial cycle) than for resilience
MaPs (that are intended to directly increase the financial sector’s
resilience). We also find stronger effects for MaP measures that affect
directly borrowers (i.e., loan demand) rather than directly lenders
(i.e., loan supply). Moreover, the leakages effects for foreign MaPs
are stronger in those jurisdictions with a weaker independence of the
supervision authority.

The effect of MaPs (both domestic and foreign) is economically
and statistically significant for all components of NBFI assets (i.e.,
five economic functions as defined by the FSB: for details, see Section
2.1). The spillovers thus appear relevant for financial stability, in par-
ticular given the significant effects on collective investment vehicles,
such as money market funds (MMFs) and fixed-income funds, with
features that make them susceptible to runs.

Our empirical results could be driven by spurious correlations
between our dependent variables and domestic and foreign MaPs. To
assure the robustness of our results, we implement a variety of tests.
First, we perform a Philipps-Perron test to check the stationarity of
the variables in our panel and provide evidence against serial correla-
tion of the main variables over time. Second, we test whether omitted
variables may be driving our results by implementing the Altonji,
Elder, and Taber (2005) selection test on “unobservables based on
observables.” Here we find that, if anything, omitted variables would
bias our results towards zero, i.e., statistically insignificant results.
As such, this test reinforces our results.

Our results complement and contribute to the existing literature
and policy debates in several ways. First, our results confirm those of
Cizel et al. (2019) and Irani et al. (2021), who show that MaPs cause
substitution effects towards non-bank credit. We complement those
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by distinguishing within NBFI between the five economic functions
as defined by the FSB. Second, we extend the evidence on the cross-
country spillover effects of MaPs by estimating a direct effect on
foreign economies’ NBFI. In particular, we show that a domestic net
tightening of MaPs may reduce NBFI (including those assets that are
more exposed to runs) in foreign jurisdictions. This externality may
imply that the domestically optimal MaP stance could be laxer or
tighter than what would be optimal from a global point of view. More
generally, the presence of cross-country spillovers affecting the NBFI
sector calls for international coordination in the implementation of
macroprudential policies. Third, and more broadly, we contribute to
the growing literature that studies the evolution of global banking
and its interaction with financial regulation (e.g., Claessens and van
Horen 2016, Buch and Goldberg 2017, Takáts and Temesvary 2021).

Our paper also relates to the discussion on the use of MaPs
to address financial stability concerns beyond the banking sector—
i.e., in the NBFI sector as well as financial market infrastructures
(European Systemic Risk Board 2016, Constâncio 2017). Finally,
our paper complements the theoretical literature on the need for
international cooperation. Rubio (2020) analyzes the presence of
spillovers from domestic macroprudential policies to foreign banks
and vice versa and finds that the lack of reciprocity of some macro-
prudential instruments may result in “leakages.” Agenor et al. (2021)
find that self-oriented national macroprudential policies imply insuf-
ficient subsidies in the long run and wider efficiency gaps in the short
run, resulting in substantial gains from cooperation. Our empirical
results complement these findings.

The remainder of the paper is structured as follows. Section 2
introduces the data used for the analysis and provides an initial
descriptive analysis. Section 3 describes the empirical model and
presents the estimation results. Section 4 concludes.

2. Data and Stylized Facts

The analysis in this paper is performed using two main databases.
We match jurisdiction-level information on financial assets of the
narrow measure of NBFI (hereafter, for simplicity, also referred to
as NBFI assets), collected in the FSB annual monitoring exercise,
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with data on MaPs enacted by central governments, central banks,
and supervisory agencies, collected by several researchers.

2.1 Non-bank Financial Activities

The FSB conducts an annual monitoring exercise to assess global
trends and risks in the NBFI sector (the data collected was previ-
ously called the “annual monitoring exercise on the global shadow
banking system”).2 It adopts a practical two-step approach. First,
the monitoring exercise casts the net wide to capture developments
in all non-bank financial institutions.3 The exercise then focuses on
a subset of NBFI entities that are involved in certain financial activi-
ties to create the “narrow measure of NBFI.” This is meant to focus
the data collection on those financial activities that may involve
bank-like financial stability risks (i.e., maturity/liquidity transfor-
mation and/or leverage) and may warrant policy responses. This
step is undertaken by classifying a subset of the NBFI entities into
five economic functions (EFs).

Five economic functions involving non-bank credit intermedia-
tion that may pose risks to financial stability were identified in
the FSB’s high-level Policy Framework for Strengthening Oversight
and Regulation of Shadow Banking Entities (hereafter the FSB Pol-
icy Framework) published in 2013.4 These five EFs, listed also in
Table 1, are as follows:

(i) Management of collective investment vehicles (CIVs) with
features that make them susceptible to runs (EF1). Typical
entity types that are classified include MMFs, fixed-income
funds, mixed funds, credit hedge funds, and real estate funds.

(ii) Loan provision that is dependent on short-term funding
(EF2). Typical entity types that are classified include finance
companies, leasing/factoring companies, and consumer credit
companies.

2For the most recent results, see FSB (2020b).
3The monitoring universe of non-bank financial intermediation (MUNFI) or

non-bank financial intermediation (NBFI) sector includes insurance corporations,
pension funds, other financial intermediaries (OFIs), and financial auxiliaries.

4FSB (2013). See also FSB (2020a).
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(iii) Intermediation of market activities that depend on short-
term funding or on secured funding of client assets (EF3).
For example, broker-dealers and securities finance companies
are classified into this EF.

(iv) Facilitation of credit creation (EF4). For example, credit
insurance companies, financial guarantors, and monolines are
classified into EF4.

(v) Securitization-based credit intermediation and funding of
financial entities (EF5). Examples of entity types classified
are securitization vehicles, structured finance vehicles, and
asset-backed securities.

In this paper, we use the total financial assets data for the so
called narrow measure of NBFI5 (EF1 to EF5) collected from 24
participating jurisdictions in the 2019 FSB monitoring exercise as
an indicator for the NBFI size of the relevant jurisdiction.6 The
data are year-end outstanding amounts for the period 2002–17.7

The first row of Figure 1 shows the evolution of NBFI assets
for two country groupings: advanced economies and emerging mar-
ket economies. The black line indicates the median jurisdiction in
the sample while the shaded area reports the interquartile range
that excludes the first and the last quartile. This shows that NBFI
activities have rapidly expanded, especially in the last part of the
sample.

5The terms “narrow measure of NBFI” and “NBFI assets” are used inter-
changeably in this paper. This concept differs from the broader measure of total
financial assets of the NBFI sector, previously referred to as MUNFI. In 2017,
the narrow measure of NBFI represented around 28 percent of the total finan-
cial assets of the NBFI sector for all 29 jurisdictions participating in the FSB
monitoring exercise.

6A total of 29 jurisdictions participate in the FSB annual monitoring exercise.
Data from 24 jurisdictions are used, as a sufficient number of observations are
available. Thus, the description in this section may differ from the observations in
FSB (2020a) using data from all 29 jurisdictions, but they are broadly consistent.

7Converted into USD using a year-end exchange rate using a constant
exchange rate (from end-2017). Some jurisdictions’ narrow measures may be
underestimated especially in early years due to gaps in available data. Data
reported are based on a conservative assessment by authorities and may be further
refined as more granular data become available.
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Figure 1. Evolution of Non-bank Financial
Intermediation and Total Financial Activities

1AU, BE, CA, CH, DE, ES, FR, GB, IE, IT, JP, LU, NL, and US. 2AR, CL, ID,
IN, KR, MX, RU, SG, TR, and ZA.
Source: FSB; authors’ calculations.

Similar considerations can be drawn looking at the second row
of Figure 1, which reports the share of narrow NBFI measured over
total financial system assets. Over our 16-year horizon of study, the
median share has increased by 2 percentage points to 9 percent in
AEs, and by 3 percentage points to 8 percent in EMEs.

The behavior of a share typically resembles that of a station-
ary variable. We confirm that, for the shares, a Phillips-Perron test
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Figure 2. Evolution and Composition of the Narrow
Measure of Non-bank Financial Intermediation

Source: FSB; authors’ calculations.

always rejects the null hypothesis of unit root against the alternative
that the series is stationary. Similar results are obtained consider-
ing alternative measures for the variables we use (see next section
for details). There are, however, differences in the evolution of NBFI
assets across jurisdictions, in general and as a share of total financial
assets. The second row of Figure 1, for example, shows that there
were some signs of stagnation or very slow growth in the share of
NBFI assets in total financial assets in AEs after the GFC, whereas
in EMEs the share in general increased.8

The left-hand panel of Figure 2 shows the evolution in dollar val-
ues of the different components of NBFI over time. Over the period
2002–17, total NBFI activities had an average annual growth rate
of 4.7 percent. CIVs with features that make them susceptible to
runs (EF1) grew by 8 percent. These EF1 entities represent around
two-thirds of the total narrow measure of NBFI in 2017. CIVs in
EF1 invest mostly in credit assets (e.g., for fixed-income funds and
MMFs, reflecting their business models) and are potentially involved
in liquidity transformation.

Non-bank financial intermediaries engaging in loan provision
dependent on short-term funding (EF2) grew at an average pace
of 1.4 percent over the sample period to account for about 10 per-
cent of the narrow measure in 2017. Finance companies, the entity

8This observation is broadly consistent with the assessment using the most
recent data for all participating jurisdictions in the monitoring exercise. See FSB
(2020a, p. 36).
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type most commonly classified into EF2, may employ higher leverage
and, in some jurisdictions, a high degree of maturity transformation.

The financial assets of market intermediaries that depend on
short-term funding or secured funding of client assets (EF3) shrank
significantly during the GFC. This is not necessarily related to the
specific evolution of MaPs but could be due to the effect of the
crisis. This component represented about 12 percent of the total
narrow measure in 2017. Broker-dealers constitute the largest EF3
entity type. Reflecting their business models, broker-dealers in some
jurisdictions tend to employ significant leverage, particularly when
accounting for off-balance-sheet exposures, although it seems con-
siderably less than prior to the GFC.9

Entities involved in the facilitation of credit creation (EF4), such
as financial guarantors and credit insurers, grew on average by 4
percent. Their share of NBFI remains very small (0.4 percent of the
total in 2017), also due to the difficulty in capturing off-balance-
sheet exposures. Finally, securitization-based credit intermediation
(EF5) shrank significantly after the GFC and was later influenced
by specific regulatory initiatives. For instance, securitization pools
were often backed by bank-provided lines of credit (ABCP or ware-
housing facilities), which incurred significantly higher capital charges
post-GFC. This component accounted for 8 percent of the narrow
measure in 2017.

The interconnectedness between banks and shadow banking enti-
ties is often cited as a key financial stability concern. Abad et al.
(2017) document that step-in risk exists for banks when they provide
implicit guarantees and sponsor support to securitization conduits,
structured investment vehicles, and MMFs. Figure 3 reports two
measures of interlinkages between other financial institutions (OFIs)
and banks. The red line represents OFIs’ use of funding from banks
as a share of OFI’s assets, while the blue line represents overall OFIs’
exposures to banks, measured as OFIs’ claims on banks as a share of
OFI assets. Both indicators have a similar pattern: linkages between
OFIs and banks increased until the GFC and then started a down-
ward trend and were in 2019 at levels lower than prior to 2008. This
downward trend in the pre-pandemic period was broad based, with

9According to FSB (2018), net repo market funding of broker-dealers increased
in 2017, after several years of reduced repo market funding.
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Figure 3. Other Financial Intermediaries’
Interconnectedness with Banks1

1Other financial intermediaries’ (OFI) use of funding from banks = OFIs’ liabil-
ities to banks as a share of OFI assets. OFIs’ exposures to banks = OFIs’ claims
on banks as a share of OFI assets.
Source: FSB (2020b).

OFI exposure to banks decreasing in around two-thirds of the juris-
dictions that are included in the FSB sample. However, Aldasoro,
Huang, and Kemp (2020) show that the level of cross-border bank
claims on non-bank financial institutions, such as the investment
funds and central counterparties, have grown by 63 percent in the
period 2015–19. They also show that financial links between banks
and NBFIs are mainly denominated in U.S. dollars and concentrated
in financial centers and large AEs but have also grown in EMEs.

2.2 Macroprudential Policies

The data on MaPs are gathered from three different sources: Lim
et al. (2011, 2013), Kuttner and Shim (2016), and Cerutti et al.
(2017).10 These sources capture MaPs enacted by central govern-
ments, supervisory authorities, and central banks. They classify
MaPs under 10 categories: credit growth limits, liquidity require-
ments, maximum debt-service-to-income ratio and other lending cri-
teria, capital requirement/risk weights, provisioning requirement,

10These data sets themselves draw on surveys of central banks and regulatory
authorities, complemented with a variety of sources including official documents
and reports, including financial stability reports and monetary policy bulletins.
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Figure 4. Policy Activism Varies between
Countries1: Number of Policy Actions

1The sample covers macroprudential policy actions adopted in 24 countries
(14 AEs and 10 EMEs). The database is constructed using information in Lim
et al. (2011, 2013), Kuttner and Shim (2016), and Cerutti et al. (2017). Data
for the pre-crisis period cover the 1990–2007 period, while the post-crisis period
refers to 2008–16.
Source: IMF; BIS; authors’ calculations.

limits on banks’ exposure to the housing sector, reserve require-
ments, maximum loan-to-value ratio, and loan prohibition, limits on
net open position, and foreign-currency lending limits. Altogether,
these different data sources allow us to build a database of MaPs
covering the 24 jurisdictions analyzed in this study over the period
1990–2016.

Figure 4 summarizes these data and highlights the different
degree of activism between AEs and EMEs (left- and right-hand
panels, respectively), as well as before and after the GFC (red and
blue bars, respectively). Macroprudential activism is clearly greater
among EMEs across the whole sample than among AEs, but has
increased over time across both groups.11 Figure 4, furthermore, pro-
vides clear evidence of a sizable heterogeneity across countries, and
also within each group, that does not appear to be simply explained
by size, openness, or regional or other factors, a point to which we
will return at the end of this paper.

For each category, the MaP policy index can take on three dis-
crete values: −1 for loosening actions, 1 for tightening actions, and

11Activism across EMEs displays a marked upward trend, which might have
reached its peak around the time of the GFC. See Altunbas, Binici, and
Gambacorta (2018) for a more detailed description.
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Figure 5. Net Cumulative MaPs: 1990–2016

1AU, BE, CA, CH, DE, ES, FR, GB, IE, IT, JP, LU, NL, and US. 2AR, CL, ID,
IN, KR, MX, RU, SG, TR, and ZA.
Source: Authors’ calculations.

0 for no change. We use these policy actions to construct the aggre-
gated macroprudential index used in the analysis. A shortcoming
of this approach is that we treat all MaP actions in the same way
and symmetrically. However, we relax this assumption in the follow-
ing section to consider easing and tightening actions separately and
individual categories of MaPs.

We can use the information on the number of interventions aimed
at easing/tightening to compute a country’s MaP stance. The distri-
bution of the net cumulative index for MaPs is reported in Figure 5.
The macroprudential stance for AEs was generally loosening prior
to the GFC and tightening after 2011. In EMEs, the MaP stance
was neutral until 2001, and subsequently tightened, especially after
the GFC.

MaPs can be divided into different categories. Some instruments
are intended to increase directly the financial sector’s resilience,
while others focus on dampening the overall financial cycle. We
classify the former as (i) bank capital-based measures (capi-
tal requirement/risk weights and provisioning requirements) and
(ii) liquidity requirements. Conversely, instruments that aim to
smooth the credit cycle include (iii) asset-side instruments (credit
growth limits, maximum debt-service-to-income ratios, limits on
bank exposures to the housing sector such as maximum loan-to-value
ratios); (iv) changes in reserve requirements; and (v) currency mis-
matches instruments (limits on foreign-currency exchange exposures
and net open positions).
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Figure 6. Use of Macroprudential
Instruments1 (in percent)

1Macroprudential tools for resilience include (i) capital-based instruments (loan
loss provisions and risk weights on housing loans) and (ii) liquidity require-
ments. Cyclical macroprudential tools include (iii) asset-side instruments (limits
on banks’ exposure to the housing sector, limits on credit growth, maximum
debt-service-to-income ratio and other lending criteria, and maximum loan-to-
value ratio and loan prohibition); (iv) changes in reserve requirements; and
(v) currency instruments (foreign-currency lending limits and limits on net open
position). Macroprudential tools for lenders include foreign-currency lending lim-
its, liquidity requirements, loan loss provisions, reserve requirements, and risk
weights on housing loans. Borrower macroprudential tools include limits on banks’
exposure to the housing sector, limits on credit growth, maximum debt-service-
to-income ratio and other lending criteria, and maximum loan-to-value ratio and
loan prohibition.
Source: Authors’ calculations.

Figure 6 shows that around one-third of MaPs used in the 24
jurisdictions included in our analysis were aimed at directly increas-
ing the financial sector’s resilience (Figure 6, left-hand panel). The
vast majority of measures were intended to smooth the cycle—i.e.,
they were used in a countercyclical manner to dampen credit booms
or mitigate expected or realized credit crunches. In more than 30
percent of the cases MaPs involved changes in reserve requirements
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for banks. Moreover, around three-quarters of the measures were tar-
geted towards lenders (Figure 6, center panel).12 Overall, 68 percent
of the interventions were intended to tighten financial conditions
(right-hand panel). Of all the MaPs adopted, around three-quarters
were by EMEs (right-hand panel).

We match jurisdiction-level information on NBFI assets with
data on MaPs. The final sample is composed of 260 annual observa-
tions from 24 jurisdictions. Table 2 shows the descriptive statistics
of the variables used for the regression analyses. Table 3 reports
non-stationarity tests for the financial asset variables used in the
regressions. In particular, we report results of a Phillips-Perron unit-
root test. All tests show that variables are stationary, both using a
model with one lag and using a model with two lags.

2.3 Identifying Domestic and External
Macroprudential Interventions

For each jurisdiction, in each year, we count the number of easing
MaPs (MaPE

it ) and the number of tightening MaPs (MaPT
it ). Fol-

lowing Boar et al. (2017), we take a sum of interventions over a
five-year moving window, so that

MaPX
it =

5∑
τ=1

˜MaP
X

it−τ for X ∈ {E, T}.

This index identifies domestic MaPs.
We measure the effect in jurisdiction i of MaPs adopted in

another jurisdiction j in year t, MaPE
jt and MaPT

jt , by weighting
them by the share of financial claims j has towards i relative to
total financial claims to i (wij) at the beginning of the period.

12MaPs that target lenders include credit growth limits, capital-based instru-
ments (countercyclical capital requirements, leverage restrictions, general or
dynamic provisioning), liquidity requirements, changes in reserve requirements,
variations in limits on foreign-currency exchange mismatches and net open posi-
tions, and changes in risk weights. MaPs that affect borrowers include maximum
debt-service-to-income ratio and limits to banks’ exposures to the housing sector
as a maximum loan-to-value ratio. Those affecting banks’ ability have some over-
lap with the ones aimed at increasing resilience, and those affecting households’
and firms’ ability to borrow have some overlap with those aimed to mitigate the
financial cycle, but the overlap is surely not perfect.
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Table 3. Non-stationarity Test on the
Financial Asset Variables1,2

P-value

Variable Lag (1) Lag (2)

NBFI Assets / Total Financial Assets 0.00 0.00
Log-NBFI Assets 0.00 0.00
Log-Banking Assets 0.00 0.00
Log-Economic Function EF1 0.00 0.00
Log-Economic Function EF2 0.00 0.00
Log-Economic Function EF3 0.00 0.00
Log-Economic Function EF4–5 0.02 0.02
Total Financial Assets / GDP3 0.03 0.01

1All the variables have been standardized, dividing each variable by its standard
deviation. 2The model considered in column 1 (2) includes one lag (two lags) of the
variable and a constant. Each column reports Fisher-type unit-root test for panel
data using the Phillips-Perron test. The null hypothesis is the presence of a unit root
(stochastic trend). 3Non-standardized.

The share of financial claim measures the linkage between juris-
diction i and jurisdiction j and underlines the intensity of poten-
tial spillover effects. If the two countries have no financial linkages
(wij = 0), we can assume that changes in MaPs in one country have
no effect on the other. By contrast, if all financial claims to juris-
diction i are with respect to jurisdiction j only, we expect all the
external effects of changes in MaPs on the size of NBFI in jurisdiction
i to arrive through jurisdiction j (wij = 1).

Formally,

MaP OTHERE
it =

∑
j

wijMaPE
jt and

MaP OTHERT
it =

∑
j

wijMaPT
jt ,

where wij =
∑

T
Claimsijt

Claimsit
/T is the share of financial claims of j

towards i, averaged over time.
We also test the robustness of the results to other measures

of intercountry linkages. In particular, we present results obtained
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using total financial liabilities and the overall intensity of cross-
country linkages (claims plus liabilities).13

Finally, we compute the net tightening in domestic MaPs:

MaPit = MaPT
it − MaPE

it

and the net tightening in foreign MaPs:

MaP OTHERit = MaP OTHERT
it − MaP OTHERE

it .

3. Empirical Analysis

The analysis of how MaPs affect NBFI presents many challenges.
First, we need to be careful in controlling for unobserved factors,
whether across jurisdictions or time varying, that might have an
influence on the development of the NBFI not captured by our set
of observable variables. And we need to control for possible reverse
causality, i.e., that a jurisdiction might choose to implement certain
MaPs simply in response to the general state of the financial system
or the economy. For example, the development of the NBFI can be
associated with stronger economic growth, which in turn may induce
authorities to implement MaPs (Boar et al. 2017). This could bias
the correlation between MaPs and NBFI. Moreover, the effectiveness
of MaPs is reduced in more open economies when firms and house-
holds can obtain funds from other financial sources abroad (Cerutti
et al. 2017, Cerutti and Zhou 2018). To control for this and other
sources of bias, we rely on a panel regression setup.

3.1 The Model

Our baseline model regresses the share of NBFI assets over total
financial assets (NBFI

TFA it
), measured in year t for country i, on the

MaPs adopted by the domestic jurisdiction and by other jurisdic-
tions over the previous five years. In our baseline model, MaPs are
proxied by the net tightening of MaPs. We enrich the model with

13We also used other weights such as exports, imports, or the trade balance
(exports minus imports). We also measured the weights using a five-year rolling
window, rather than fixing them over time. Results are robust to these alternative
weighting methods.
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several covariates, to control for alternative explanations of the rela-
tionship of interest. First, a larger financial sector is positively corre-
lated with the development of NBFI, and it may induce policymakers
to use MaPs: for this reason, we control for the share of total finan-
cial assets to GDP. Second, independence of supervisory authorities
is a key condition for MaPs to be promptly and effectively adopted
and modified, not being constrained by political considerations, and
an independent supervisory authority may be better able to moni-
tor the banking system, thus inducing a stronger development of the
NBFI: we therefore include an index of supervisory authority inde-
pendence (Barth, Caprio, and Levine 2004).14 Additional controls
include log GDP per capita, lagged real GDP growth, and inflation.
Finally, to account for unobserved factors we use country and time
fixed effects.

In particular, we estimate (1):

NBFI

TFA it
= ai + bt + βMaPit + γMaP OTHERit + δ1

TFA

GDP it

+ δ2SUPERV ISIONit + controls + εit. (1)

We normalize both the dependent and the MaP variables to ease
the interpretation of the coefficients, their comparability, and evalu-
ation of economic significance across variables. Therefore, the coef-
ficients refer to how many standard deviations a dependent variable
will change per standard deviation increase in the predictor variable.

Then, we disentangle the effects of a tightening in MaPs from
those of an easing to control for asymmetric effects, if any. The
model to be estimated is then

NBFI

TFA it
= ai + bt + β1 MaPE

it + β2 MaPT
it + γ1 MaP OTHERE

it

+ γ2 MaP OTHERT
it + δ1

TFA

GDP it

+ δ2 SUPERV ISIONit + controls + εit. (2)

14The index has been interpolated for the missing years and normalized
between −1 and 1.
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3.2 Baseline Results

Results using OLS are reported in Table 4, with different options to
weigh MaPs in foreign countries. Here we focus on our preferred spec-
ification (column 1), which closely follows Equation (1), i.e., weigh-
ing foreign MaPs by financial claims from domestic institutions.15

Consistent with the graphical evidence, we find that tightening
of domestic MaPs is associated with an increase in the share of NBFI
assets in total financial assets. This result is consistent with Irani
et al. (2021), who investigate the connection between capital regula-
tion and non-banks in the U.S. syndicated loan markets. In particu-
lar, they find that banks reduce retention (share of syndicated loan)
and non-banks fill the void when capital regulation increases. This
effect is stronger for banks with (i) lower level of capitalization; and
(ii) large Basel III shortfalls. Substitution effects towards non-bank
credit are also detected in Cizel et al. (2019), especially in advanced
economies. Cizel and co-authors find that quantity restrictions are
particularly effective in constraining bank credit, but also cause the
strongest substitution effects by non-banks.

Based on the results reported in Table 4, a one-standard-
deviation increase in net MaPs tightening is associated with an
increase in the share of NBFI assets in total financial assets of around
7 percent of its standard deviation. Results are quite stable using
different weighting schemes.

We can read the above results in an alternative way. As the stan-
dard deviation of domestic MaPs is 2.51 and that of NBFI to total
financial assets (TFA) is 6.23 percentage points, a net tightening of 1
over the five preceding years leads to an increase of the share of NBFI
in TFA of around 0.2 percentage point (0.07 * 6.23 / 2.51 = 0.17).

Net tightening of MaPs in other countries has an opposite effect:
a one-standard-deviation tightening induces a decrease in the share
of NBFI assets of 12–18 percent of its standard deviation, depending
on the weighting scheme.16 In this case, as the standard deviation

15All tables report heteroskedasticity-robust standard errors. The results are
very similar using different cluster procedures (see Tables A.1–A.4 in the
appendix).

16To account for possible reverse-causality problem, we also used the dynamic
generalized method of moments (GMM) panel methodology (see, e.g., Arellano
and Bond 1991 and Blundell and Bond 1998). The inclusion of the lagged
dependent variable and the use of instruments do not qualitatively change the
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of foreign MaPs weighted by our three different measures is between
1.48 and 1.67 and that of NBFI/TFA is 6.23 percentage points, a net
tightening of 1 over the five years leads to a decrease in NBFI/TFA
of 0.5–0.8 percentage point.

We assess the robustness of these results in three ways.
First, we have re-run the baseline regressions adding two country-

specific crisis dummies. The first is a banking crisis dummy that
takes the value of 1 in the case of a crisis that involves the banking
sector, and 0 elsewhere. This dummy controls for the effects of the
GFC. The second is a sovereign debt crisis dummy that takes the
value of 1 for those countries involved in the sovereign debt crisis in
2013–4, and 0 elsewhere. The results, reported in Table A.5 in the
appendix, are unaffected.

Second, we test for the possible presence of serial correlation in
the residuals. Because serial correlation in linear panel-data models
biases the standard errors and causes the results to be less efficient,
we test for the presence of serial correlation in the idiosyncratic error
term in a panel-data model. In particular, we used the fixed-effects
one-way models derived by Wooldridge (2002) that can be applied
under general conditions and have good size and power properties
in reasonably sized samples (Drukker 2003). All tests excluded the
presence of serial correlation.

Third, we test for the possible existence of biases in the rela-
tionship between MaPs and NBFI assets. While the set of potential
covariates and fixed effects that we include is able to explain a large
share of the variability in NBFI assets (as is apparent from the
adjusted R2 being generally above 90 percent in Table 4), it may
be still possible that unobservables are significantly biasing the esti-
mated relationship between MaPs (domestic and foreign) and NBFI
assets. To test for this possibility, we rely on the methodology devel-
oped by Altonji, Elder, and Taber (2005) and extended by Oster
(2019). The basic idea is to use the relationship between MaPs
and their observable covariates to study the relationship between
MaPs and unobservables. Omitted-variable bias would then be

results. The results, not reported for the sake of brevity, indicate that both
the sign and the size of the coefficients of interest are confirmed, while statis-
tical significance declines due to the reduction of the sample size (a number of
observations are used as lagged instruments in the estimation procedure).
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proportional to the change in MaPs’ coefficients when we move from
a restricted model (where we exclude covariates) to an unrestricted
one. In order for this change to be informative, coefficient movements
need to be scaled by the observed increase in R2.

In Table 5, we compare, for both domestic and foreign MaPs,
the results of our baseline model (Table 4, column 1) with sev-
eral increasingly less restricted models. This allows us to identify
how much our results are robust to the inclusion of additional con-
trols that explain an increasing share of the variance and, thus, how
unlikely it is for the remaining part of variance to generate a signif-
icant omitted-variable bias. The first row compares the coefficient
for net domestic MaP tightening in our baseline unrestricted model
with a restricted model that omits time-varying country variables.
The second row considers a restricted model that also omits country
fixed effects. In all cases, the test on domestic MaPs yields a negative
degree of proportionality, meaning that unobservable characteristics
are likely to bias the estimated effect towards zero.

The second part of Table 5 provides results of comparing the
effect of net foreign MaP tightening across the same sets of restricted
and unrestricted models. The degree of proportionality is again neg-
ative, implying that omitted variables are biasing results towards
zero.17

3.3 Tightening vs. Easing of Macroprudential Policies

Table 6 shows the estimates of model (2) that distinguish between
the impact of tightening versus easing of MaPs. The three columns
report the results for the three different ways to weigh MaPs
in foreign countries. All columns show that domestic MaPs have
remarkably symmetric effects: coefficients for easing and tightening
domestic MaPs are quite similar, both in magnitude and statistical
significance. Conversely, the effects of macroprudential interventions
in foreign countries on NBFI have the expected sign (negative on
tightening and positive on easing), but while the effect of tightening

17We have also performed additional tests using the Altonji, Elder, and Taber
(2005) framework to consider unrestricted models with country-specific time
trends and country-period fixed effects (i.e., interactions between country fixed
effects and three period dummies for 2002–06, 2007–12, and 2013–18). Our results
are also robust to these additional tests.
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is not significant, that for easing is significant. However, a formal
test indicates that the effects of a tightening in foreign MaPs and
that of an easing in foreign MaPs are statistically similar for all three
weighting schemes.

3.4 Different Types of Macroprudential
Policies and Supervisory Strength

The limited number of observations for some types of macropru-
dential measures makes it difficult to analyze their effectiveness
separately. We have therefore grouped MaPs following the tradi-
tional distinction between (i) resilience versus cyclical measures;
and (ii) lender versus borrower measures (see the first two panels
of Figure 6).

In particular, we have modified Equation (1) in the following
ways:

NBFI

TFA it
= ai + bt + β MaP Resilienceit

+ γ MaP Resilience OTHERit + β∗ MaP Cyclicalit

+ γ∗ MaP Ciclycal OTHERit + δ1
TFA

GDP it

+ δ2 SUPERVISIONit + controls + εit (3)

NBFI

TFA it
= ai + bt + β MaP Lenderit

+ γ MaPLenderOTHERit + β∗ MaPBorrowerit

+ γ∗ MaPBorrowerOTHERit + δ1
TFA

GDP it

+ δ2 SUPERVISIONit + controls + εit. (4)

The results in the first three columns of Table 7 for model (3)
do not show a significant effect of MaPs aimed at directly increas-
ing the financial sector’s resilience on the share of NBFI assets in
total financial assets. While the sign of the coefficients indicates
the same types of leakage detected in Table 4, their magnitude is
small, and the effects are never statistically significant. By contrast,
cyclical MaPs (both domestic and foreign) have a significant impact
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on the share of NBFI assets in total financial assets. These findings
are consistent with the stated goals, where greater resilience does
not call for a change in activities, whereas cyclical tools do aim to
affect the activities.

The results for model (4) are reported in the last three columns
of Table 7. MaPs targeted specifically towards lenders (i.e., loan sup-
ply) do not have significant effects on the share of NBFI assets in
total financial assets, despite representing 72 percent of MAPs in
the sample. By contrast, those MaPs that affect directly borrowers’
behavior (28 percent of the measures) have an economically and sig-
nificant impact on non-bank financial intermediation in the case of
both domestic and foreign MaPs.18 This is consistent with Avdjiev
et al. (2017), who find LTV limits to be one of the most effective
macroprudential instruments for international bank lending.

The independence of the supervisory authority is an important
factor that influences both implementation of MaPs and the devel-
opment of the NBFI. We have therefore constructed a dummy vari-
able for those jurisdictions with a low level of independence of the
supervisory authority and interacted it with the MaPs variables. In
particular, the dummy Low SUPERVISION takes the value of 1 for
those jurisdictions with an index in the lowest quartile of the dis-
tribution, and 0 elsewhere). We have modified the baseline equation
(1) in the following way:

NBFI

TFA it
= ai + bt + β MaPit + γ MaP OTHERit

+ β∗ MaPit ∗ Low SUPERVISIONi

+ γ∗ MaPtypeOTHERit ∗ Low SUPERVISIONi

+ δ1
TFA

GDP it
+ δ2 SUPERVISIONit + controls + εit.

(5)

18Similar results are obtained in a model that divides MaPs measures into three
groups (reserve requirements-liquidity-currency versus asset-side versus capital).
Also in this case asset-side instruments (credit growth limits, maximum debt-
service-to-income ratio, limits to banks’ exposures to the housing sector, and
maximum loan-to-value ratio) that affect mostly borrowers’ behavior have an
economically and significant effect on non-bank financial intermediation in the
case of both domestic and foreign MaPs. See Tables A.6 and A.7 in the appendix.
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In this model, the different effectiveness of the MaPs in jurisdic-
tions with low supervision independence with respect to the other
jurisdictions can be directly tested from the statistical significance
of the coefficients β∗ and γ∗.

The results reported in Table A.8 of the appendix do not high-
light significant difference in the effectiveness of domestic MaPs
policies in those jurisdictions characterized by low supervisory inde-
pendence. By contrast, we find a stronger effectiveness of foreign
MaPs on NBFI activity in those jurisdictions with a low level of
independence of the supervisory authority.

3.5 Impact on the Level of NBFI Assets and Banking Assets

In the analysis conducted so far, we have used as a dependent vari-
able the share of NBFI assets in total financial assets. This share
may be affected if MaPs affect either the numerator or the denom-
inator, or both. To identify which of these effects are driving our
results, we estimate again Equation (1) using the log of NBFI assets
and the log of banking assets as dependent variables.19

Table 8 shows that in the case of a net tightening in domestic
MaPs, the log of NBFI assets increases significantly. At the same
time, as the rationale of the policy would suggest, assets held by
banks headquartered in the home jurisdiction decline. So in the case
of a domestic MaP, it is both the numerator and denominator that
moves, and in opposite direction.

We can also quantify the effects. As the standard deviation of
domestic MaPs is 2.51 and that of the log of NBFI assets is 2.29, a
net tightening of 1 over the five years leads to a rise in NBFI assets
by 5 percent (0.06 * 2.29/2.51 = 0.05). By contrast, as the standard
deviation of the log of banking financial assets is 1.91 percentage
points, a net tightening of 1 over the five years leads to a decrease
in banking assets by 2 percent (–0.024 * 1.91 / 2.51 = 0.02).

The decrease in banking assets should be mirrored by a corre-
sponding decline on their liabilities. The mechanism could be similar
to that detected in the case of a monetary policy shock. For exam-
ple, Drechsler, Savov, and Schnabl (2017) show that when the federal

19We excluded from the analysis assets of the central bank and public financial
institutions.
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funds rate rises, banks widen the markdown they charge on deposits
and deposits flow out of the banking system.

Table 8 shows that in the case of a net tightening in domestic
MaPs, the log of banks’ deposits headquartered in the home juris-
diction declines significantly. As the standard deviation of the log of
bank deposits is 1.38 percentage points, a net tightening of 1 over the
five years leads to a decrease in bank deposits by 2 percent (−0.043 *
1.38 / 2.51 = 0.02).

In the case of a net tightening of MaPs in foreign countries, while
NBFI assets domestically decline, we observe an increase in banks’
activity. This is in line with our result of a reduction in the share of
NBFI assets in total financial assets.

The effects are estimated with less precision with respect to a
domestic net tightening. A net tightening of foreign MaPs of 1 over
the five years leads to a decrease in NBFI assets of 6–11 percent and
a correspondent increase in banking financial assets of 3–9 percent
and in bank deposits of 3–8 percent, depending of the measure used
to weight the effects of foreign MaPs.20

The fact that banks’ activity in the domestic jurisdiction
increases because of a net tightening abroad is particularly interest-
ing. This result could reflect a shift in the domestic economy of some
foreign banking activity that is affected by the MaPs (Nocciola and
Żochowski 2019). Indeed, Avdjiev et al. (2017) find that a tightening
of loan-to-value limits in the home jurisdiction of banks is associated
with higher lending to foreign borrowers, especially in the case of
better capitalized and more liquid banks. Using the Avdjev et al.
(2017) database and their empirical framework for the 24 destina-
tion countries analyzed in our study, we find very similar results.21

A one-time tightening of LTV limits in our home jurisdictions is
associated with a 4.3*** percentage point increase in the growth
rate of international claims by foreign banks. At the same time, a

20Interestingly, Fong, Sze, and Ho (2021) find that the cross-border linkages
between shadow banking systems depend on the level of global liquidity. The
linkages are tenuous across borders during tranquil periods, but increase signifi-
cantly in times of tightening global liquidity. The authors find that these spillover
effects can be explained by a small number of economy-specific factors, including
capital stringency in the banking sector.

21We thank the authors for sharing with us the data and the code to run this
test.
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tightening of LTV ratios abroad (that limits lending opportunities
in foreign countries) induces foreign banks to direct more lending
to our home jurisdictions. However, this effect is only marginally
significant: the growth rate of international claims increases by 2.8*
percentage points. Given the statistical significance of foreign MaPs
borrower instruments in Table 7, there is indirect evidence that other
measures, such as maximum debt-service-to-income ratio, and other
limits to banks’ exposure to the housing sectors could be particularly
effective.

Aiyar, Calomiris, and Wieladek (2014) analyze the experience
for the United Kingdom and find that capital requirements can be
circumvented by foreign bank branches that are not affected by reg-
ulation, or by the domestic NBFI. The recent multi-study initiative
of the International Banking Research Network (Buch and Goldberg
2017) confirms this finding and shows that the effects of prudential
instruments sometimes spill across borders through bank lending.
And it also shows that such effects have not been large on average.
Interestingly, international spillovers vary across prudential instru-
ments and across banks. Bank-specific factors such as balance sheet
conditions and business models drive the amplitude and direction
of spillovers to lending growth rates, a result highlighted also in
Reinhardt and Sowerbutts (2015).

3.6 Disentangling the Effects among Different
Components of Non-bank Financial Assets

In this section, we evaluate the effects of MaPs on the differ-
ent components of NBFI (Table 1). The first component includes
management of collective investment vehicles (CIVs) with features
that make them susceptible to runs. As seen in Section 2, this
component—labeled as EF1—has constantly gained relevance dur-
ing the sample period and represents 65 percent of total NBFI assets
at the end of 2017.22

The first three columns of Table 9 show that in the case of a
net tightening in domestic MaPs, the log of EF1 assets increases
significantly. The economic effects are also sizable. As the standard

22For an evaluation of flow versus valuation effects in MMFs, equity funds, and
fixed-income funds, see Box 1.1 in FSB (2020b).
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deviation of domestic MaPs is 2.51 and that of the log of EF1 finan-
cial assets is 2.27 percentage points, a net tightening of 1 over the five
years leads to an increase of the assets under management of CIVs by
8 percent (0.09 * 2.27 / 2.51 = 0.08). In the case of a net tightening
of reserve requirements or liquidity measures, NBFI money creation
could significantly expand, especially the MMF component (see Xiao
2020 for a similar mechanism in the case of a monetary tightening).
Moreover, when bank capital requirements increase, it becomes more
attractive for firms to issue bonds and for CIVs to purchase these. In
the case of a net tightening of MaPs in foreign countries, EF1 assets
(domestically) decline by 5–12 percent, depending of the different
measure used to weight the effects of foreign MaPs.

The second component includes assets of non-bank financial enti-
ties engaging in loan provision that is dependent on short-term
funding (EF2). These are the assets of finance companies, leasing/
factoring companies, and consumer credit companies that are in
direct competition with banks. The last three columns of Table 9
show that in the case of a net tightening in domestic MaPs, EF2
assets increase by around 18 percent (0.15 * 2.89 / 2.51 = 0.18).
A tightening in bank conditions favors leasing/factoring and other
non-bank intermediaries to take over from bank lending. In the case
of a net tightening of MaPs in foreign countries, EF2 assets (domes-
tically) decline by 48–78 percent, depending of the different measure
used to weight the effects of foreign MaPs.

The third component comprises assets of market intermediaries
that depend on short-term funding or secured funding of client assets
(EF3). This aggregate includes mainly the assets of broker-dealers
and securities finance companies. Even in this case the effects of
changes in MaPs are economically relevant. The first three columns
of Table 10 indicate that in the case of a net tightening in domestic
MaPs, EF3 assets increase by around 23 percent (0.17 * 3.33 / 2.51
= 0.23). In the case of a net tightening of MaPs in foreign countries,
EF3 assets (domestically) decline by 50–62 percent, depending on
the measure used to weight the effects of foreign MaPs.23

23This effect can be reinforced by the fact that while broker-dealers can be inde-
pendent firms, they often form part of banking groups (“dealer banks”) and are
subject to applicable prudential regulations on a consolidated basis (Aramonte,
Schrimpf, and Shin 2023).
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Given the volatility and relatively scarce weight of the EF4 com-
ponent (assets of financial guarantors and credit insurers), it was not
possible to perform a proper analysis. Regression results were quite
unstable, because of the limited number of observations per year and
their more volatile behavior. Instead, we chose to pool together the
EF4 and EF5 categories. The latter refers to securitization-based
credit intermediation and includes assets of securitization vehicles,
structured finance vehicles, and asset-backed securities. We will label
this joint component EF4–5.

The last three columns of Table 10 show that in the case of a net
tightening in domestic MaPs, the log of EF4–5 assets increases sig-
nificantly. As the standard deviation of domestic MaPs is 2.51 and
that of the log of EF4–5 financial assets is 3.45 percentage points,
a net tightening of 1 over the five years determines an increase of
securitized assets by 15 percent (0.11 * 3.45 / 2.51 = 0.15). In the
case of a net tightening of MaPs in foreign countries, EF4–5 assets
(domestically) decline by 56–75 percent, depending on the measure
used to weight the effects of foreign MaPs.

4. Conclusions

The development of a relatively large non-bank financial sector is
a key feature of the last two decades in both AEs and EMEs. This
paper provides evidence that one determinant of this growth is the
implementation of MaPs in the banking sector, using data from
the FSB monitoring exercise over the period 2002–17 and informa-
tion on MaPs collected by several researchers. Our results suggest
that financial intermediaries in the NBFI sector react to regulations
aimed at banks. We also show that this is not limited to domestic
markets: financial intermediaries in a jurisdiction react to foreign
jurisdictions’ policy choices.

In particular, we find that a net tightening of domestic MaPs
typically leads to an increase of around 0.2 percentage point in the
share of domestic NBFI assets in total financial assets. This is driven
by both an increase in NBFI assets and a reduction in bank assets.
At the same time, tightening MaPs in foreign jurisdictions reduce
the share of NBFI assets in total domestic financial assets. All com-
ponents of NBFI assets react to domestic and foreign changes in the
MaP stance.
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This evidence shows that financial regulations spill over to other
sectors that were not targeted, both within and across borders. The
presence of externalities may imply that the domestically optimal
MaP stance could be laxer or tighter than what would be optimal
from a cross-country point of view. This calls for international coor-
dination in the development and enactment of MaPs in order to
better internalize such externalities.

Appendix

The robustness of the results of the paper have been checked in
several ways.

A first check was to consider different cluster procedures. All
tables in the main text report heteroskedasticity-robust standard
errors. However, the results were very similar using different stan-
dard error cluster procedures: (i) by year (Table A.1); (ii) by geo-
graphical area (Table A.2); (iii) by geographical area and year (Table
A.3); (iv) with wild cluster bootstrap procedure (Table A.4).

A second check was to re-run the baseline regressions adding
two country-specific crisis dummies. The first was a banking crisis
dummy that takes the value of 1 in the case of a crisis that involves
the banking sector, and 0 elsewhere. This dummy controls for the
effects of the GFC. The second was a sovereign debt crisis dummy
that takes the value of 1 for those countries involved in the sovereign
debt crisis in 2013–4, and 0 elsewhere. The results, reported in Table
A.5, were unaffected.

In a third robustness check, we have divided the MaPs meas-
ures into three groups (reserve requirements-liquidity-currency ver-
sus asset-side versus capital). This model requires the inclusion of
two additional interaction terms and therefore has a lower number
of degrees of freedom, reducing the precision of our estimates. The
results reported in Table A.6 were very similar to those obtained
using the split “lender versus borrower” in the last three columns
of Table 10. Also in this case asset-side instruments (credit growth
limits, maximum debt-service-to-income ratio, limits to banks’ expo-
sures to the housing sector, and maximum loan-to-value ratio) that
affect mostly borrowers’ behavior have an economically and sig-
nificant effect on non-bank financial intermediation in the case of
both domestic and foreign MaPs. Similar results are obtained when



Vol. 19 No. 5 Do Macroprudential Policies Affect Non-bank Financial 223

we consider the effects on subcomponents EF1–EF5. For simplicity,
Table A.7 reports the results only when other countries’ MaPs are
weighted using the overall intensity of cross-country linkages (claims
plus liabilities). The effects of MaPs are statistically significant for
asset-side MaPs. Interestingly, their effects are significant (but with
a lower intensity) also on broker-dealers activities (EF3), that is,
on market activities that are dependent on short-term funding or
on secured funding of client assets. While broker-dealers can be
independent firms, they often form part of banking groups (“dealer
banks”) and are subject to applicable prudential regulations on a
consolidated basis (Aramonte, Schrimpf, and Shin 2023).

In a fourth robustness check we modified the baseline model
to control for heterogeneity in the independence of the supervisory
authority across jurisdictions. In particular, we have constructed a
dummy variable for those jurisdictions with a low level of indepen-
dence of the supervisory authority and interacted it with the MaPs
variables. The dummy Low SUPERVISION takes the value of 1 for
those jurisdictions with an index in the lowest quartile of the distri-
bution, and 0 elsewhere. The results reported in Table A.8 did not
highlight significant difference in the effectiveness of domestic MaPs
policies in those jurisdictions characterized by low supervisory inde-
pendence. By contrast, we found a stronger effectiveness of foreign
MaPs on NBFI activity in those jurisdictions with a low level of
independence of the supervisory authority.

A complete list of the different MaPs measures adopted in the
jurisdictions under analysis is reported in Table A.9.
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1. Introduction

The productivity performance of the U.S. economy in the dot-com
boom of the 1990s differed significantly from that in the housing
boom of the 2000s. At the height of the dot-com boom, over the
period 1996–99, aggregate labor productivity grew on average by 2.4
percent a year. At the same time, private credit remained broadly
stable as a share of GDP. By contrast, at the height of the housing
boom, over the period 2004–07, aggregate labor productivity grew
only by 1.2 percent a year, despite a substantial credit expansion. Is
it just a coincidence that aggregate productivity was increasing at a
lower rate when credit was expanding fast and vice versa?1

In this paper, we document a systematic negative relationship
between the strength of credit expansion and aggregate labor pro-
ductivity growth for a sample of advanced economies over the period
1979–2009. Furthermore, we show that when aggregate credit to
GDP grows quickly, this negative relationship arises from the real-
location of labor into low productivity growth sectors; that is, sec-
tors with weaker productivity gains tend to outpace the others in
terms of employment growth, thereby dragging aggregate produc-
tivity growth down.

Our evidence is based on a simple decomposition of aggregate
labor productivity growth into two components (similar to Olley
and Pakes 1996), which we name common and allocation compo-
nents, respectively. The common component corresponds to the
simple average of the growth rates of labor productivity across
all sectors of the economy. The allocation component, by contrast,
reflects the relationship between productivity growth and employ-
ment growth across sectors. The allocation component is positive if
employment growth is stronger in sectors that experience high pro-
ductivity growth and negative if employment growth is weaker in
sectors that experience high productivity growth.2

1Similarly, according to Fernald (2014), aggregate total factor productivity in
the United States grew by 1.6 percent over 1995–2000 but only by 0.6 percent
between 2004 and 2007.

2As will be clear in Section 2, the allocation component is the covariance
across sectors between the growth rate of the sectoral employment share and the
growth rate of sectoral productivity. Hence, in theory, it measures both the impact
of labor reallocation across sectors and that of changes in productivity growth
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Building on this decomposition, we perform two empirical exer-
cises. In the first, we compute for each pair of country-time period
in the sample the common and the allocation components. We then
run country fixed-effects panel regressions to investigate how each
component moves with measures of credit growth. We find a strong
negative relationship between measures of credit growth and produc-
tivity growth.3 Moreover, during credit boom episodes, i.e., periods
of particularly fast-growing credit, this negative association is driven
by the allocation component. In a subsequent step, we are able to
determine that what drives this negative relationship are changes
in the distribution of employment growth rates across sectors rather
than changes in the distribution of productivity growth rates across
sectors. Shifts in the allocation of labor into low productivity growth
sectors therefore account for weaker aggregate labor productivity
growth during credit booms. Our results are robust to a number of
checks, including for reverse causation, and are economically signifi-
cant: an increase of 10 percentage points in the credit-to-GDP ratio
over a period of five years is found to dampen labor productivity
growth by between 0.8 and 1.4 percentage points, or approximately
between 0.15 and 0.30 percentage point per year.

In the second exercise, we exploit the fact that the allocation
component reflects the sensitivity of sector-level employment growth
to labor productivity growth. If credit booms reduce the allocation
component, then they should also weaken the link between employ-
ment growth and productivity growth at the sector level. We there-
fore regress sector-level growth in employment on sector-level growth
in productivity, and interact the latter with measures of credit
growth. We find that an increase in the growth rate of the credit
to GDP ratio reduces employment creation in sectors with higher
productivity growth. Furthermore, consistent with the country-level

across sectors. In practice, however, the data show that changes in the allocation
component are essentially driven by changes in the distribution of labor across
sectors. That is why we use this shortcut, stating that the allocation component
measures the impact of labor reallocations across industries.

3One reason for the absence of a statistically significant relationship between
credit booms and the common component of labor productivity growth could be
as follows. On the one hand, credit booms allow firms to invest more, which should
raise labor productivity growth given that capital and labor tend to be comple-
ments. On the other hand, credit booms usually coincide with more employment
creation, which reduces labor productivity at the margin.
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evidence, we find that the effect is non-linear: only above-sample
median growth in credit to GDP is found to significantly affect labor
reallocation, confirming that only credit booms matter.

Our empirical findings are consistent with several non-mutually
exclusive economic hypotheses. One is that firms’ ability to borrow
may be lower in relatively higher-productivity growth sectors. For
example, it could be that the collateral provided by firms character-
ized by high productivity growth (e.g., those in the most innovative
sectors) could be particularly difficult to assess. As a result, a change
in aggregate credit supply, e.g., a drop in the cost of capital, would
have relatively muted effects on their ability to borrow. By contrast,
firms characterized by lower productivity growth may operate in sec-
tors in which collateral is easier to evaluate, for example, because
they use more standard technologies and/or more tangible capital.
If so, a drop in the cost of capital may translate into a proportion-
ally greater ability to borrow. The possibility of borrowing more and
hence increasing financial leverage may, in turn, make investing in
low productivity growth sectors more profitable despite their lower
return on assets. Section 5 provides a simple model that formalizes
this intuition. In addition, alternative, complementary mechanisms
may also operate on the demand side. For example, a credit expan-
sion may not only induce households to consume more as a share of
their income, but could also shift the composition of their consump-
tion basket towards goods and services produced in low-productivity
growth sectors, such as housing and non-tradable services.

Our work is related to two strands of the literature on
(re)allocation and productivity. The first quantifies labor realloca-
tion over the business cycle and shows that it matters for produc-
tivity growth. In particular, several studies find that labor realloca-
tion during recessions improves productivity by causing resources to
move from less to more efficient producers (e.g., Baily, Bartelsman,
and Haltiwanger 2001; Caballero and Hammour 1994, 1996; Hall
2000; and Mortensen and Pissarides 1994). However, more recent
work has also found that recessions can also have scarring effects,
which could mitigate or even dominate its cleansing effects.4 In

4Indeed, firms exiting tend to be disproportionately young, and not all firms
exiting have low productivity (e.g., Baden-Fuller 1989, Dunne, Roberts, and
Samuelson 1989, Eslava et al. 2015). This could be either because labor mar-
ket matching tends to become less efficient (Barlevy 2002), or because credit
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common with this literature, our paper too looks at the effects of
labor reallocation on productivity growth. However, our focus is not
on how reallocation and productivity growth vary over the business
cycle, but on how they vary during credit booms. In addition, we
focus on reallocation across sectors rather than misallocation within
sectors. Finally, our focus on credit booms might be a reason why
we find significant reallocation across sectors while the literature
argues, based on U.S. firm-level data, that a large part of reallo-
cation reflects within sector reallocation (Foster, Haltiwanger, and
Krizan 2001).

A second strand of the literature quantifies resource misalloca-
tion and the extent to which it can explain cross-country differences
in per capita income (Banerjee and Duflo 2005; Buera, Kaboski,
and Shin 2011; Hsieh and Klenow 2009; Midrigan and Xu 2014;
and Restuccia and Rogerson 2008).5 Gopinath et al. (2017) extend
this literature to show how misallocation is influenced by credit and
financial factors.6 They find that since the onset of the European
Monetary Union, the within-sector dispersion of capital returns had
been increasing and total factor productivity (TFP) growth falling
in several Southern European countries, a development they relate
to the increased availability of cheap capital.7 Consistent with these
findings, Cette, Fernald, and Mojon (2016) argue that the fall in
the real interest rate favored resource reallocation that was detri-
mental to productivity growth in Italy and Spain. Another related
paper is Mueller and Verner (2021), which shows that credit to
households and the non-tradable sector contributes to deepening
macroeconomic boom-bust cycles and increased financial fragility.

frictions worsen (Barlevy 2003) or for the ability to learn about idiosyncratic
productivity declines during recessions (Ouyang 2009).

5See also the survey of Restuccia and Rogerson (2013).
6These empirical findings are closely related with recent analytical contribu-

tions. Reis (2013), for instance, argues that unproductive firms expand to the
expense of productive ones when financial integration exceeds financial deepen-
ing. Gorton and Ordoñez (2020), in turn, build a model in which credit booms
finance a greater share of declining quality investment projects, resulting in a
gradual decline in TFP growth.

7Similar patterns for the euro area have been documented by Dias, Marques,
and Richmond (2016). For a larger sample of high- and low-income countries,
Benigno, Converse, and Fornaro (2015) show that a surge in capital inflows is
normally associated with a shift in resources from trade to non-tradable sectors
and a decline in TFP productivity growth.
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In common with this literature, our paper is also concerned with
the adverse implications of credit booms.8 However, its contribution
is to provide empirical estimates of how credit booms affect realloca-
tion across sectors and productivity growth. Our paper also differs in
at least two other respects from past empirical contributions. First,
unlike Hsieh and Klenow (2009) and other studies mentioned above,
it does not compute a measure of misallocation using a theoreti-
cal benchmark. Instead, it uses an identity to disentangle changes in
labor productivity that are common across industries and those that
are associated with changes in sectoral employment shares. Second,
our empirical analysis focuses on industry-level rather than firm-
level data. The focus on industry-level data is appropriate in that
credit booms are likely to affect aggregate productivity growth not
only by affecting the efficiency with which individual sectors pro-
duce their output, but also by affecting the sectoral composition of
aggregate output and employment.

The paper is organized as follows. Section 2 describes how we
decompose aggregate labor productivity growth into a common and
an allocation component. Section 3 first investigates the relationship
between credit booms and labor reallocation across sectors at the
country level. Section 4 complements the country-level analysis by
investigating the relationship between employment and productivity
growth at the sector level and how aggregate credit growth affects
this relationship. Section 5 proposes a simple model of credit and
reallocation across sectors that focuses on differences in credit sensi-
tivities across sectors as a possible mechanism for how credit booms
affect productivity growth. Section 6 concludes.

2. Decomposing Labor Productivity Growth

2.1 Common and Allocation Components

We begin by defining the concept of labor reallocation we will
be using throughout the paper. We rely on a simple identity to

8A large literature has also linked credit booms to financial crises (see,
for instance, Schularick and Taylor 2012 and, for evidence on emerging mar-
ket economies, Gourinchas, Valdes, and Landerretche 2001 and Mendoza and
Terrones 2014). In this paper, we look at the relationship between credit booms
and productivity growth, irrespective of the occurrence of financial crises.
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decompose aggregate labor productivity growth. Let us write aggre-
gate output y (aggregate employment l) as the sum of individual
sectors output ys (individual sectors employment ls):

y =
∑

s

ys and l =
∑

s

ls. (1)

Assuming the economy is made up of S different sectors and denoting
x the unweighted average for variable xs across all sectors (y = y/S;
l = l/S), aggregate productivity y/l can be written as the sum of
two terms:

y

l
=

1
S

∑
s

(
ls

l/S

)
·
(

ys

ls

)
= ys/ls + cov

(
ys

ls
;
ls

l

)
. (2)

The first term represents unweighted average productivity computed
across all sectors in the economy, while the second term measures
whether sectors with high productivity also account for a large share
in total employment. When this is the case, the covariance is posi-
tive and aggregate productivity y/l is higher than the unconditional
average sector-level productivity ys/ls.

Building on the decomposition in expression (2) and denoting
sector s relative output size as ωs = ys/y, the growth rate of aggre-
gate labor productivity can be written as follows:

1 +
Δ(y/l)

y/l
=

1
S

∑
s

(
1 +

Δ(ls/l)
ls/l

)
·
(

1 +
Δ(ys/ls)
(ys/ls)

)
· ωs.

Then using the property ωs = 1, the growth rate of aggregate real
labor productivity can be written as the sum of two terms:

1 +
Δ(y/l)

y/l
=

[
1 +

Δ(ls/l)
ls/l

] [
1 +

Δ(ys/ls)
ys/ls

ωs

]
︸ ︷︷ ︸

common component

+ cov
(

Δ(ls/l)
ls/l

;
(

1 +
Δ(ys/ls)

ys/ls

)
ωs

)
︸ ︷︷ ︸

allocation component

. (3)

The first term on the right-hand side, named common component
of labor productivity growth (henceforth com), is the product of
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Table 1. A Simple Example of Productivity
Growth Decomposition

Aggregate Emp./Prod.
Employment Productivity Productivity Growth

Growth Growth Growth Correlation

Sector A B A B A and B

Scenario 1 0 0 –10 +10 0 0
Scenario 2 –10 +10 –10 +10 +1 +1
Scenario 3 +10 –10 –10 +10 –1 –1

the average growth rate in sector-level employment shares and the
size-weighted average growth rate of labor productivity across sec-
tors. The second term on the right-hand side, named allocation
component of labor productivity growth (henceforth alloc), is the
covariance across sectors between the growth rate of sector-level
employment shares and the sector-level size-weighted labor produc-
tivity growth. For a given distribution of sector sizes ωs, it measures
whether labor is reallocated towards high or low productivity growth
sectors.

To illustrate this decomposition, consider a hypothetical econ-
omy made up of two sectors, A and B, of equal output and equal
employment size facing three different scenarios. All three scenar-
ios assume that aggregate employment is constant and productivity
grows by 10 percent in sector B but drops by 10 percent in sector
A. They differ only with respect to the assumed sectoral employ-
ment growth rates: in scenario 1, employment is constant in both
sector A and sector B; in scenario 2, employment grows by 10 per-
cent in sector B, where productivity growth is positive, but drops
by 10 percent in sector A, where productivity growth is negative;
finally, in scenario 3, the opposite is true: employment grows by 10
percent in sector A but drops by 10 percent in sector B.

The scenarios have different implications for productivity growth.
In scenario 1, employment is constant in both sectors, so aggregate
productivity growth is the simple average productivity growth across
sectors, which is zero. By contrast, in scenario 2, employment grows
in the sector enjoying a productivity gain and drops in the sector
facing a productivity loss. Thus, aggregate productivity goes up.



Vol. 19 No. 5 Credit Booms, Labor Reallocation 245

Finally, in scenario 3, the opposite holds: employment grows in the
sector suffering a productivity loss and drops in the sector enjoying
a productivity gain. This results in negative aggregate productivity
growth. In these three scenarios, by construction, the common com-
ponent as defined in decomposition (3) is equal to zero, since both
average employment growth and average productivity growth across
sectors are zero. Aggregate productivity growth is therefore equal to
the allocation component. This, in turn, is equal to the covariance
across sectors between employment and productivity growth, con-
sistent with decomposition (3). We now turn to quantifying each of
the terms in decomposition (3) based on the available data.

2.2 The Data

We rely on three different sources of industry-level data: the OECD-
STAN database, the EU-KLEMS database, and the GGDC 10-sector
database. These three data sets provide information on value-added
and employment at the sector level following the International Stan-
dard Industrial Classification (ISIC) 3 Rev. 1 classification. Overall,
we consider nine different sectors: Agriculture (A and B), Mining
(C), Manufacturing (D), Utilities (E), Construction (F), Trade Ser-
vices (G and H), Transport Services (I), Finance, Insurance and Real
Estate Services (J and K), and Government and Personal Services (L
to Q). To build our data set, we require for each country/year pair
that industry-level output and employment sum up to the economy-
wide aggregates. This limits the number of countries and years that
can be included in the analysis.9 We end up with an unbalanced
sample covering 21 countries starting in 1979 and ending in 2009.10

9In this paper we focus on net changes in sector-level employment, without
separating employment destruction from employment creation. Another differ-
ence from the literature is that we focus on employment or persons employed
as opposed to jobs. As a result, we are probably underestimating the extent of
labor reallocation in the economy. For example, Davis and Haltiwanger (1992)
estimate that each year around 20 percent of jobs are either created or destroyed
in U.S. manufacturing. By contrast, our net employment change represents a few
percentage points of total employment in our sample.

10The countries included in the sample are Australia, Austria, Belgium,
Canada, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Japan,
Korea, the Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, the
United Kingdom, and the United States. The start and end dates (1979 and



246 International Journal of Central Banking December 2023

Following previous notation, using decomposition (3), aggregate
real labor productivity growth (LP )n

c,t in country c between year t
and year t + n can be written as

yc,t+n/lc,t+n

yc,t/lc,t
= (LP )n

c,t = (com)n
c,t + (alloc)n

c,t . (4)

On the right-hand side, (com) represents the common component
of productivity growth and (alloc) represents the allocation compo-
nent as defined in decomposition (3). To compute the various growth
measures we consider non-overlapping periods of either three or five
years. This is because reallocations must surely take considerable
time, especially across industries as widely defined as those consid-
ered here.11 Shorter periods, of, say, one or two years, could mask
the “true” extent of the reallocations. Using five-year windows yields
120 observations and three-year windows 182 observations.

2.3 A First Glance at the Data

Table 2 provides summary statistics—pooling all the data—for
aggregate real labor productivity growth, i.e., the left-hand side of
expression (3), and for its common and allocation components, i.e.,
respectively, the first and second terms on the right-hand side of
expression (3). The first three columns of Table 2 provide summary
statistics using five-year windows and the last three using three-year
windows.

Over a five-year interval, real labor productivity grows on aver-
age 8.6 percent, i.e., around 1.6–1.7 percent per year. On average,
the common component represents around 5.4 percentage points (or

2009) were chosen mainly because of constraints on the availability of consistent
industry data. Unfortunately, the industrial classification of the data changed in
2009, which precludes an extension to more recent years.

11Blanchard and Katz (1992) consider the effect of state-specific shocks to
labor demand across U.S. states. According to their estimates, it can take up
to seven years for their effects on state unemployment and participation to dis-
appear. More recently, based on longitudinal data, Walker (2013) estimates the
transitional costs associated with reallocating workers in the wake of new envi-
ronmental regulations. His results suggest that these costs are significant: the
average worker in a regulated sector experienced a total earnings loss equivalent
to 20 percent of their pre-regulatory earnings, with almost all of the estimated
earnings losses driven by workers who separate from their firm.
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just under two-thirds) and the allocation component the remain-
ing 3.2 percentage points of the total. The figures based on three-
year windows are similar: aggregate real labor productivity grows
by 1.7 percent per year on average, with the common component
representing two-thirds of the total.

The volatility (standard deviation) of the allocation component
accounts for 45 to 55 percent of the volatility of aggregate pro-
ductivity growth, depending on the window length. The common
component is roughly as volatile as aggregate productivity growth,
implying a negative covariance with the allocation component. This
means that changes in the common component are systematically
associated with opposite, but smaller, changes in the allocation com-
ponent. For example, an economy-wide shock that raises productiv-
ity growth uniformly across all sectors tends to be partly offset by
labor reallocations towards those with lower productivity growth.

Table 3 provides the correlation matrix for aggregate productiv-
ity growth and the two components, focusing on within-country cor-
relations. Correlations in the upper left matrix are computed using
five-year windows; those in the lower right matrix using three-year
ones. The matrix shows that aggregate productivity and its alloca-
tion component co-move positively and the relationship is statisti-
cally significant. Labor reallocations towards high (low) productivity
growth sectors therefore tend to come hand-in-hand with stronger
(weaker) aggregate productivity growth.

3. Country-Level Evidence

3.1 Credit Expansions on the Components
of Productivity Growth

How do the two components of productivity growth behave as
a credit boom develops? Put simply, we find that credit booms
are associated with lower productivity growth and that this works
through the allocation component. By contrast, we do not find any a
statistically significant link between credit booms and the common
component. This basic result emerges already quite clearly from a
few simple exercises, which we detail below, and survives increasingly
demanding tests.
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Figure 1. Productivity Growth, Credit Booms, and
Credit Busts, Computed over Five-Year Windows

Note: Blue bars represent the cross-country median for each variable reported
in the legend, considering for each country the five-year period with the lowest
credit-to-GDP growth. Purple bars represent the cross-country median for each
variable reported in the legend, considering for each country the five-year period
with the highest credit-to-GDP growth. Vertical red lines show the first and the
third quartile of the cross-country distribution. The sample includes 21 economies
(Australia, Austria, Belgium, Canada, Finland, France, Germany, Greece, Ire-
land, Italy, Japan, Korea, the Netherlands, Norway, Portugal, Spain, Sweden,
Switzerland, the United Kingdom, and the United States) and six periods of five
years (1979–84, 1984–89, 1989–94, 1994–99, 1999–2004, 2004–09).

Let us start by comparing productivity growth and its compo-
nents during periods of high credit growth and periods of low credit
growth. To do so, we consider for each country the five-year periods
with the highest and lowest growth rates in the private sector credit-
to-GDP ratio, which we label as credit booms and credit busts,
respectively, in Figure 1.12 Figure 1 shows that median labor pro-
ductivity growth is typically lower during credit booms than credit
busts.

Moreover, this difference is due to the common and the allocation
components, which are both lower during credit booms. Yet only the
allocation component tends to be significantly lower during credit
booms relative to credit busts, as differences in interquartile ranges
show.

12All credit-related data used in this paper are drawn from the Bank for
International Settlements (BIS) database on credit to the non-financial private
sector.
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Figure 2. Credit Booms, Productivity Growth, and Its
Components over Time: Computed Average across

Countries over the Five-Year Windows

Note: The left-hand panel plots the growth rate in private credit to GDP
against the allocation component of labor productivity growth, both variables
being taken as deviations from country and period means. The right-hand panel
plots the growth rate of private credit to GDP against the common compo-
nent of labor productivity growth, both variables being taken as deviations
from country and period means. The sample includes 21 economies (Australia,
Austria, Belgium, Canada, Denmark, Finland, France, Germany, Greece,
Ireland, Italy, Japan, Korea, the Netherlands, Norway, Portugal, Spain, Sweden,
Switzerland, the United Kingdom, and the United States) and six periods of five
years (1979–84, 1984–89, 1989–94, 1994–99, 1999–2004, 2004–09).

Next, we take look at the time pattern of labor productivity
growth and its components. Considering cross-country averages,
Figure 2 shows that the negative correlation between credit growth
and labor productivity growth over time is accounted for by the
beginning (1984–89) and the end of the sample (2004–09). In both
cases, credit growth increases relative to the previous period, while
labor productivity growth and its components fall (relative to the
previous period). In addition, the common component is subject to a
large secular decline, from 10 percent over 1979–84 (i.e., about 2 per-
cent a year) to roughly zero over 2004–09. It therefore remains to be
seen how credit growth and the common component of productivity
growth correlate once the data are filtered for secular trends.

Figure 3 goes some way in answering this question. It plots the
allocation components (left-hand panel) and the common compo-
nent (right-hand panel), respectively, against the growth rate in the
ratio of private credit to GDP (shown on the x-axes) focusing on
deviations from country and time averages. The figure traces a neg-
ative and statistically significant relationship between credit growth
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Figure 3. Financial Booms and Productivity Growth
Components, Computed over Five-Year Windows and
Taken as Deviations from Country and Period Means

Note: The left-hand panel plots the growth rate in private credit to GDP against
the allocation component of labor productivity growth, both variables being
taken as deviations from country and period means. The right-hand panel plots
the growth rate of private credit to GDP against the common component of
labor productivity growth, both variables being taken as deviations from coun-
try and period means. The sample includes 21 economies (Australia, Austria,
Belgium, Canada, Denmark, Finland, France, Germany, Greece, Ireland, Italy,
Japan, Korea, the Netherlands, Norway, Portugal, Spain, Sweden, Switzerland,
the United Kingdom, and the United States) and six periods of five years
(1979–84, 1984–89, 1989–94, 1994–99, 1999–2004, 2004–09).

and the allocation component. By contrast, no such relationship
emerges for the common component. To give a sense of the eco-
nomic magnitudes involved, a one-standard-deviation increase in the
growth rate of private credit to GDP (about 3 percentage points per
year) is associated with a yearly 0.13 percentage point cut in aggre-
gate productivity growth through the reduction of the allocation
component.

To test whether these correlations survive a more rigorous econo-
metric analysis, we estimate the following three regressions:

(LP )n
c,t = αc + αt + βxc,t + βlL

n
c,t + θFn

c,t + εc,t

(com)n
c,t = α1,c + α1,t + β1xc,t + β1,lL

n
c,t + θ1F

n
c,t + εc,t

(alloc)n
c,t = α2,c + α2,t + β2xc,t + β2,lL

n
c,t + θ2F

n
c,t + εc,t.

(5)

Here, (LP )n
c,t stands for the growth rate of labor productivity in

country c between year t and t + n, and (alloc)n
c,t and (com)n

c,t for
the corresponding allocation and common components, respectively.
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The independent variables include a set of country and time dum-
mies (αc; αt) as well as a vector of (pre-determined) control variables
xc,t.13 The growth rate of employment in country c between year t
and t + n is denoted by Ln

c,t, while Fn
c,t is a variable measuring the

intensity of the credit boom in country c between year t and t + n.
Finally, ε’s are residuals.14 We estimate regressions (5) using the
two different window lengths, three and five years, and two different
measures of credit booms, the rate of growth in the ratio of private
credit to GDP (our benchmark measure) and the deviation of the
same ratio from its long-term trend (the “credit gap”).15

In the baseline regressions, the vector x of controls includes the
following variables: (i) the ratio of credit to GDP; (ii) government
size, measured as the ratio of government consumption to GDP;
(iii) CPI inflation; (iv) openness to trade, measured as the ratio of
imports plus exports to GDP; (v) a dummy for the occurrence of
a financial crisis; and (vi) the log of the initial level of output per
worker. These data are all from the OECD Economic Outlook data-
base, except the data on financial crises, which are from Laeven and
Valencia (2013).

The choice of control variables deserves some explanation. Con-
trolling for credit in relation to GDP helps disentangling the effect of
the level of credit to GDP from the effect of growth in credit to GDP.
On the one hand, easier credit access may have a positive impact on
productivity growth through easier financing of innovation and R&D
spending (Aghion et al. 2019). On the other hand, if, say, the credit-
to-GDP ratio grows more slowly when the level of the credit to GDP
is higher, then a negative correlation between our measure of credit
booms and productivity growth could simply reflect the previously
mentioned positive effect of a higher credit-to-GDP ratio. We include

13Note that including country fixed effects ensures we focus on within-country
credit booms, while including time fixed effects ensures we focus on country-
specific credit booms and filter out global ones.

14Aggregate employment growth controls for the cyclical position of the econ-
omy. When the economy expands, productivity growth may fall simply because
the marginal worker is less productive. During those expansions, credit may also
increase faster. Thus controlling for the cyclical position ensures that the credit
variable does not spuriously capture this effect.

15Data on the credit gap are from Borio and Drehman (2009). Moreover, for the
sake of brevity, we only report estimations using five-year windows. Estimations
using three-year windows are available upon request.
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government expenditures because credit booms boost tax revenues,
allowing the government to increase its spending and employment.
If the government sector exhibits low productivity growth, the neg-
ative correlation identified above might just be capturing changes
in its size. The addition of inflation reflects the well-known view
that inflation can lead to misallocation by introducing noise in the
signals agents receive about relative prices (Lucas 1975). If credit
booms coincide with higher inflation, then we may just be picking
up this effect. Trade openness should be expected to boost produc-
tivity gains across sectors, including through reallocations towards
sectors enjoying some comparative advantage. The financial crises
variable may pick up output losses from crises, which tend to be
preceded by credit booms.

The regression results using the growth rate in private credit
to GDP as a measure of credit booms fully confirm the prelimi-
nary bivariate tests (Table 4). Based on five-year windows, growth
in private credit to GDP is negatively correlated with aggregate
productivity growth, with a magnitude similar to the one found in
the simple bivariate test. The result appears to be entirely driven
by a strong and statistically highly significant relationship with the
allocation component (column 3A); there is no significant relation-
ship between credit growth and the common component. The con-
clusions are very similar if we use credit-to-GDP gaps as a proxy
for credit booms, albeit with some qualifications. Labor productiv-
ity growth correlates negatively with the average deviation of the
credit-to-GDP ratio from its trend (column 1B) and this negative
correlation is still driven by the allocation component (column 3B),
even if this correlation is statistically weaker.16

Turning to the control variables, some interesting patterns
emerge. There is little evidence of a financial deepening effect: the
level of private credit to GDP does not seem to matter for aggre-
gate productivity growth nor for its two components. Employment

16The results using a three-year window are very similar, except that now there
is some evidence of a statistically significant link also with the common com-
ponent, albeit only at the 10 percent level. Possibly, over the shorter window,
credit booms boost demand across all sectors, leading to a generalized increase
in employment which leads to a productivity slowdown. But as the credit boom
proceeds, the incidence across sectors becomes more differentiated so that the
average effect fades out while labor reallocations keep taking place.
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growth tends to coincide with lower aggregate productivity growth
even as it goes hand-in-hand with productivity-enhancing realloca-
tions, with the negative impact on the common component dominat-
ing. And we can discard the view that labor reallocations are driven
by changes in government expenditures. Government consumption
does appear to dampen productivity growth, although the relation-
ship is only weakly statistically significant, but this works through
the common rather than the allocation component.17 The role of CPI
inflation is consistent with priors: inflation correlates negatively and
significantly with the allocation component of productivity growth,
although there is no statistically significant relationship with produc-
tivity growth as a whole. Also as expected, trade openness co-varies
positively with the common component of productivity growth, even
if, as in the case of inflation, there is no statistically significant link
with labor productivity growth as a whole. Finally, financial crises do
not appear to affect productivity growth nor any of its components
in a statistically significant way.18

The regressions also shed light on the so-called catch-up effect,
i.e., the tendency for productivity growth to converge across coun-
tries. They indicate that the effect reflects almost exclusively the
operation of the common component, since the correlation between
the initial productivity level and the allocation component is not
statistically significant. This implies that the allocation component
is relatively more important in economies with higher productivity
levels, because overall productivity growth will generally be lower
there. If so, credit booms are likely to be more costly in advanced
economies.

3.2 Some Robustness Checks

The negative correlation between credit expansions and the alloca-
tion component of productivity growth could reflect several specific
features of our data. As noted above, one possibility could be that the

17This hypothesis can be formally tested by computing productivity growth
and its components, excluding the government sector. See Table 5 in section 3.2.

18This last result may sound surprising, but it is important to remember that
the inclusion of employment growth controls for the cyclical position of the
economy and captures the depressing effect of financial crises on productivity
growth.
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period prior to the Global Financial Crisis (GFC) drives the negative
association, as this period saw a significant increase in credit growth
and decrease in labor productivity growth. Another could be that
countries or periods which saw large credit booms, e.g., Spain or the
United States in the run-up to the Global Financial Crisis, are driv-
ing the negative correlation. Finally, periods of high credit growth
could essentially be favorable times for non-market activities—e.g.,
the government sector—to grow disproportionately faster, which
could indeed account for the negative correlation between growth in
credit and (the allocation component of) labor productivity growth.

The first three columns in Table 5 show that labor productivity
growth still correlates negatively with credit-to-GDP growth when
the period prior to the GFC, i.e., 2004–09, is removed from the
sample estimation. In addition, the allocation component of produc-
tivity growth still drives the negative association between credit and
productivity growth when the sample estimation ends in 2004, and
estimated coefficients seem slightly larger, i.e., more negative, when
the period 2004–09 is removed. Second, large credit boom periods
do not appear to be driving the negative correlation between growth
in credit and growth in productivity (see column 1B). However, they
seem to account for the negative association between credit growth
and the allocation component of productivity growth (see column
3B), as the correlation is statistically significant only when credit
growth is above the sample median. In the alternative case, the neg-
ative correlation rather comes from the common component of pro-
ductivity growth (column 2B) even if it is not statistically significant.
Last, running the estimations on truncated economies, where the
government sector is excluded—from the computation of the com-
mon and allocation components of productivity growth—bears little
consequence for our results, except that the negative association
between credit and productivity growth seems to be equally driven
by a drop in the common and allocation components of productivity
growth (columns 1C–3C).

3.3 Investigating Potential Mechanisms

What economic mechanisms could account for the negative correla-
tion between credit growth and the allocation component of produc-
tivity growth? To provide answers to this (difficult) question, let us
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first note that the impact of credit growth may differ depending on
credit growth volatility. For instance, in the run-up to a financial cri-
sis, credit tends to grow very quickly but usually drops significantly
after the crisis occurs (Schularick and Taylor 2012). As a result,
credit growth may be associated with weak productivity growth,
not because it reduces productivity growth per se, but because of
the high volatility that comes with it. According to a second pos-
sibility, the negative correlation between productivity and credit
growth could hold more specifically when the credit-to-GDP level
is relatively low, as this would reflect the inability to allocate funds
efficiently. The allocation component, in particular, could correlate
negatively with credit growth but less so with higher credit-to-GDP
levels. Last, to the extent allowed by the data, determining which
type of credit, credit to households versus credit to firms, matters
most for the negative association between credit and productivity
growth could prove useful to understand whether the negative asso-
ciation between credit and productivity growth stems from demand
factors (credit to households) or supply factors (credit to firms).

Estimation results in Table 6 show that the volatility of credit-
to-GDP growth does not seem to play a significant role in the
relationship between credit growth and productivity growth. Empir-
ical estimates in columns 1A–3A are broadly unchanged relative to
those obtained from the baseline specification, reported in columns
1A–3A of Table 4. Turning to the impact of the level of credit to
GDP, estimation results in columns 1B–3B show that the interaction
between credit-to-GDP growth and credit-to-GDP level is weakly
significant. Consistent with the intuition developed above, the allo-
cation component of productivity growth correlates negatively with
credit-to-GDP growth but less so in countries with a higher credit-to-
GDP level. Last, a breakdown of aggregate credit growth into credit
to firms and credit to households indicates that household credit
growth seems to correlate negatively with the allocation component,
although this is by no means a strong negative association.

3.4 Decomposing the Allocation Component

The previous results highlight how labor reallocations during credit
booms dampen productivity growth, but they are silent about the
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nature of the reallocations. Specifically, when the allocation com-
ponent declines over time, is this because, for a given distribution
of sectoral productivity growth, employment grows more rapidly in
low productivity growth sectors (“employment driven”)? Or is it
because, for a given distribution of sectoral employment growth,
productivity slows down in sectors with rapidly expanding employ-
ment (“productivity driven”)? Put differently, do changes over time
in the allocation component reflect changes in the distribution of
employment across sectors (as our use of the term “labor realloca-
tion” suggests) or changes in the distribution of productivity across
sectors?

To isolate these channels, let xs
t be the average over time of any

variable xs and xs = xs − xs
t the deviation from the average. The

allocation component can then be written as the sum of four terms:

cov
(

Δ(ls/l)
ls/l

;
(

1 +
Δ(ys/ls)

ys/ls

)
ωs

)

= cov

(
Δ(ls/l)

ls/l

t

;
(

1 +
Δ(ys/ls)

ys/ls

)
ωs

t)

+ cov

(
Δ(ls/l)

ls/l

t

;
(

1 +
Δ(ys/ls)

ys/ls

)
αs

)

+ cov

(
Δ(ls/l)

ls/l
;
(

1 +
Δ(ys/ls)

ys/ls

)
ωs

t)

+ cov

(
Δ(ls/l)

ls/l
;
(

1 +
Δ(ys/ls)

ys/ls

)
αs

)
. (6)

The first term on the right-hand side, the covariance between
average growth in sectoral employment shares and average growth
in sectoral size-weighted productivity growth, varies only across
countries and hence will be captured by the country fixed effects
in the regressions. The second term, the covariance between aver-
age growth in sectoral employment shares and deviations of sec-
toral size-weighted productivity growth from averages, reflects the
impact of changes in sector-level size-weighted productivity growth
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rates, holding changes in employment shares constant. We will call
this second term the productivity-driven allocation component. The
third term, the covariance between deviations of growth in sec-
toral employment shares from averages and sectoral size-weighted
productivity growth, captures the impact of changes in employ-
ment shares, holding size-weighted sectoral productivity growth
constant. We will call this third term the employment-driven allo-
cation component. Finally, the fourth term, the covariance between
deviations of sectoral growth in employment shares from their long-
run averages and deviations of sectoral size-weighted productiv-
ity growth rates from their own long-run average, measures how
the allocation component of productivity growth depends on both
types of changes. We therefore call it the jointly driven allocation
component.

We can now run the same regressions as (5) using as a depen-
dent variable each of the right-hand side components of the vari-
ance decomposition (6). The decomposition shows that the decline
in the allocation component during credit booms overwhelmingly
reflects shifts in employment towards low productivity growth
sectors (Table 7). Specifically, the negative correlation between
growth in credit to GDP and the allocation component is explained
almost exclusively by changes in industry-level employment growth
rather than changes in size-weighted productivity growth across
sectors.

In other words, credit booms do not reduce the growth rate
of productivity of individual sectors but induce labor to shift into
lower-productivity growth sectors. In other words, productivity in
industries characterized by rapid long-run productivity growth does
not grow any more slowly during credit booms, but these industries
attract relatively fewer workers. Table 7 shows that more than 90
percent of the effect of credit booms reflects these shifts in employ-
ment shares.

Using the credit-to-GDP gap instead of growth in private credit
to GDP as a measure of credit expansion provides very similar
results. The negative correlation between credit expansions and the
allocation component remains largely unchanged and still pertains
to changes in the sectoral distribution of employment creation. The
relative size of the effect is also very similar.
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3.5 Causality

As a last robustness check, we investigate whether the evidence pro-
duced so far is simply a correlation or whether it could represent,
even partly, some causality. But before we turn to the estimations
designed to address this question, it is worth noting that the evi-
dence produced so far does point, if anything, to causality running
from credit expansions to productivity growth rather than the other
way round.

Intuitively, reverse causality does not look plausible. It would
imply that productivity slowdowns induce either financial interme-
diaries to supply more credit, or firms and households to demand
more of it. True, in the very short term one could imagine, say,
households borrowing more to shield their consumption in the face
of an unexpected slowdown in productivity and hence income. But
it is hard to imagine that such an effect would persist over the rela-
tively long windows we are considering. Moreover, credit tends to be
procyclical with respect to output. And since we control for cyclical
conditions through employment growth, the response of credit to
the real economy is already largely filtered out. Finally, it is hard
to envisage that credit would systematically react to productivity
slowdowns driven by labor reallocations but not to those driven by
the common component.

A first statistical safeguard against reverse causality is that in
regressions (5) all right-hand-side variables are pre-determined with
respect to the dependent variable, i.e., they are measured at the
beginning of the period. The exceptions are employment and credit
growth, which are both measured over the same period.19 Still, in
order to lay to rest any residual doubts about the direction of causal-
ity even for these two variables, we instrument them. We do so with
beginning-of-period values for the nominal long-term interest rate,
the ratio of trade balance to GDP, the ratio of current account
balance to GDP, as well as the level and change in the financial
liberalization index constructed by Abiad, Detragiache, and Tressel

19It is also the case that the financial crisis dummy is measured over the same
period as productivity growth. However, this variable turns out to have very
little influence on the empirical results. We therefore take it out from the IV
estimations to ensure all right-hand side variables, except those we instrument,
are pre-determined.
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(2010). In doing so, we follow Mian, Sufi and Verner (2017), who use
spreads on mortgage loans as a predictor of credit to households.20

Table 8 provides estimation results using instrumental variables
(IV). Credit-to-GDP growth is the proxy for credit booms in the
first four columns, and average credit-to-GDP deviation from trend
in the last four. As in previous tables, the common and the alloca-
tion components sum up to productivity growth and the dependent
variable in estimations in 4A and 4B is the part of the allocation
component due to shocks to the sectoral distribution of employment,
following the variance decomposition presented in Section 3.2.

Estimation results confirm our previous findings. Indeed, the
results become even sharper. The estimated coefficient becomes
larger in absolute value, suggesting that the OLS estimates may
underestimate the effect of credit booms on productivity growth.
For example, according to the OLS estimates, a 10 percentage point
increase in growth in private credit to GDP over five years reduces
productivity growth by 0.8 percent over the same period. But accord-
ing to the IV estimates, the slowdown in productivity is closer to
1.4 percentage points over five years, which amounts to dampen-
ing productivity growth by 0.25–0.30 percentage points per year. In
addition, consistent with OLS results, IV estimates confirms that
roughly 60 percent of the effect of credit booms on productivity
growth reflects labor reallocations across sectors. In other words,
labor reallocation is quantitatively the main channel through which
credit booms affect productivity. Moreover, these results hold rela-
tively unaltered if credit booms are measured with the credit gap.

4. Sector-Level Evidence

4.1 Econometric Specification

To confirm the findings of the country-level analysis, we can adopt an
alternative econometric approach that directly exploits the sector-
level dimension of the data. To see this, recall that the allocation

20As in Mian, Sufi and Verner (2017), we also face the issue that low interest
rates (or interest rate spreads) may reflect improved fundamentals and hence be
conducive of higher output and higher productivity growth. But this possibility
implies that estimates using interest rates as instrumental variables would tend
to under-estimate the negative effect of credit booms on productivity growth.
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component of aggregate labor productivity growth—the second term
on the right-hand side of (3)—is defined as the covariance between
growth in sectoral employment shares and growth of sectoral labor
productivity (weighted by sector size). Now, considering a simple
bivariate regression, and using the same notation as before, the quan-
titative relevance of the allocation component can be assessed by
regressing sector-level growth in employment shares on sector-level
size-weighted productivity growth as follows:

Δ(ls/l)
ls/l

= α + θ ·
(

1 +
Δ(ys/ls)

ys/ls

)
ωs + εs

⇒ θ̂ =
cov

(
Δ(ls/l)

ls/l ;
(
1 + Δ(ys/ls)

ys/ls

)
ωs

)
var

((
1 + Δ(ys/ls)

ys/ls

)
ωs

) . (7)

The OLS estimate θ̂ of this bivariate regression is then proportional
to the allocation component. Hence using this property, we can test
whether credit booms have a negative effect on labor productivity
growth by allowing the θ coefficient to depend on measures of credit
booms. To do so, we consider a series of regressions of the form:

Δ(ls,c,t+n/lc,t+n)
ls,c,t/lc,t

= αs,c + αt + βxs,c,t + βF · Fn
c,t

+ θ0 ·
[
1 +

Δ(ys,c,t+n/ls,c,t+n)
ys,c,t/ls,c,t

]
ωs,c,t + θ1 · Fn

c,t

×
[
1 +

Δ(ys,c,t+n/ls,c,t+n)
ys,c,t/ls,c,t

]
ωs,c,t + εs,c,t. (8)

In this extended multivariate specification, the subscripts s and c
denote sectors and countries, respectively; αs,c and αt are country-
sector and time fixed effects, x is a vector of control variables, and
θ0 and θ1 are parameters to be estimated. A negative coefficient
θ1 would then indicate that credit booms coincide with a shift of
employment growth from high to low productivity growth sectors,
all else equal, and hence with a reduction of the allocation compo-
nent of labor productivity growth.21 Here it is important to note

21Indeed, we can conclude from (7) and (8) that under OLS estimation, a
negative estimate for θ1 implies that the allocation component of productivity
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that the estimated parameters θ̂0 and θ̂1 differ from θ̂ estimates
based on a bivariate regression, as the former measure the covari-
ance between employment growth and size-weighted productivity
growth, after controlling for the variables x included in the regres-
sion. That said, estimation results will prove to be very similar across
specifications.

Sector-level regressions such as (8) present at least three advan-
tages over the country-level regressions in Section 3. First, the num-
ber of observations used in the estimation and the degrees of freedom
are substantially larger, making the statistical inference significantly
more precise. Second, this approach allows to control for systematic
(unobserved) effects not only across countries but also across sec-
tors. For example, if employment were to grow systematically faster
in some sectors because of unobserved technological or institutional
factors, this effect would be filtered out thanks to the inclusion of
the country-sector fixed effects. Third, the possibility that changes
in employment or in labor productivity cause credit booms is also
less of a concern. Indeed, if aggregate credit growth can affect the
sectoral relationship between employment and productivity growth,
it is much less likely that changes in this relationship in an individual
sector would affect aggregate credit growth.

Table 9 reports various estimates of (8).22 In addition to country-
sector and time fixed effects, we consider three possible control vari-
ables: (i) aggregate credit-to-GDP growth (all columns) to control
for the direct impact of aggregate credit on employment shares (as
opposed to the effect on the slope coefficient, which is what we are
interested in); (ii) the beginning of period sectoral output share
ωs,c,t (columns 3–5 and 8–10), which allows to interpret changes
in size-weighted labor productivity growth as reflecting fluctuations
in labor productivity growth rather than changes in the relative size
of sectors; and (iii) the lagged dependent variable to account for

growth is negatively related to the growth rate of credit since we then have
θ̂0 + θ̂1 · fc,t+n

fc,t
= 1

V
alloc where V denotes the variance of size-weighted produc-

tivity growth and alloc denotes the allocation component of labor productivity
growth.

22Results from estimations using sector-level growth in employment as opposed
to sector-level growth in employment shares as the dependent variable turn out
to be very similar. They are available upon request.
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any time persistence in employment fluctuations (columns 4–5 and
9–10). Furthermore, like in the country-level regressions, we con-
sider two measures of credit booms: growth in the credit-to-GDP
ratio (columns 1–5) and the average credit-to-GDP deviation from
trend (columns 6–10). Finally, we consider estimations of specifi-
cation (8) either in levels (columns 1–4 and 6–9) or in first differ-
ences (columns 5 and 10). All variables are computed using non-
overlapping five-year periods.

Estimates reported in Table 9 confirm the findings of the country-
level analysis. The most parsimonious specifications (columns 1 and
6) show that the correlation between growth in employment shares
and size-weighted labor productivity growth decreases with credit
growth. That is, employment tends to grow more slowly in sec-
tors in which labor productivity grows more quickly when aggregate
credit as a share of GDP grows faster, which is consistent with the
hypothesis that credit booms tend to go hand-in-hand with stronger
employment growth in sectors with weaker productivity growth.
This finding holds when controlling for unobservable country-sector
characteristics (columns 2 and 7); when controlling for the initial
output size of sectors (columns 3 and 8); including lagged growth
in employment shares (columns 4 and 8); and estimating the regres-
sion in first differences (columns 5 and 10). Moreover, the estimated
coefficient on the interaction term is very stable across specifications,
particularly when credit booms are measured using growth in credit
to GDP.

To compare the results of the sector-level analysis with those of
the country-level regressions, we can back out the effect of credit
booms on the allocation component from the estimated coefficient
θ̂1. According to bivariate regressions, using (7) and (8), when credit-
to-GDP growth changes by ΔFn

c,t, the allocation component compo-

nent changes by Δ
[
(alloc)n

c,t

]
, with

Δ
[
(alloc)c,t+n

]
= θ̂1 · var

[(
1 +

Δ(ys,c,t+n/ls,c,t+n)
ys,c,t/ls,c,t

)
ωs,c,t

]
· ΔFn

c,t.

(9)

Given that the estimate for the coefficient θ̂1 is very stable across
different specifications at around –0.07, and given that the sample
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variance var
[(

1 + Δ(ys,c,t+n/ls,c,t+n)
ys,c,t/ls,c,t

)
ωs,c,t

]
of size-weighted pro-

ductivity growth is about 0.7, a one-standard-deviation increase in
credit-to-GDP growth of about 3 percentage points per year leads
to a drop in the allocation component Δ

[
(alloc)c,t+n

]
and hence

in labor productivity growth of around 0.15 percentage point per
year, a figure strikingly similar to the one originally obtained in the
country-level analysis.

4.2 Non-linearities

As the country-level evidence suggests, credit could possibly affect
the employment-productivity relationship mainly during booms. To
test for such potential non-linearities, we create a dummy variable
that takes the value of one when growth in credit to GDP (or the
average credit-to-GDP deviation from trend) is above the sample
median and zero when it is below. With this dummy, we can esti-
mate a richer set of specifications, to test if labor reallocations from
high- to low-productivity sectors happen particularly when credit
growth is high. Denoting Dn

c,t the dummy that is equal to one when
the growth rate (the deviation from trend) of credit to GDP in coun-
try c between t and t + n is above the sample median, we estimate
the specification:

Δ(ls,c,t+n/lc,t+n)
ls,c,t/lc,t

= αs,c + αt + βxs,c,t + βd
F · Fn

c,t

+ θ0 ·
[
1 +

Δ(ys,c,t+n/ls,c,t+n)
ys,c,t/ls,c,t

]
ωs,c,t + θd

1 · Fn
c,t

×
[
1 +

Δ(ys,c,t+n/ls,c,t+n)
ys,c,t/ls,c,t

]
ωs,c,t + εs,c,t

(10)

except that βd
F and θd

1 now depend on the credit dummy variable:

βd
F = Dn

c,t · βH
F +

(
1 − Dn,d

c,t

)
· βL

F

θd
1 = Dn

c,t · θH
1 +

(
1 − Dn,d

c,t

)
· θL

1 , (11)

(
βH

F ; βL
F

)
and

(
θH
1 ; θL

1
)

being parameters to be estimated.
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Table 10 presents the estimation results. Overall, the results
support the hypothesis that credit matters only during booms.
Across all specifications, only above-median credit-to-GDP growth
or above-median average credit gap interacts with labor productivity
growth with a negative and statistically significant coefficient.

By contrast, there is no regression in which the credit-to-GDP
growth variable interacted with the below-median dummy is statis-
tically significant. Another relevant feature from Table 10 is that
the negative effects of credit-to-GDP growth on labor productiv-
ity growth are likely to be under-estimated. When above the sam-
ple median, an increase in credit-to-GDP growth has a statistically
significant negative effect on aggregate productivity growth that
ranges, depending on the specification, from –0.18 to –0.24 per-
centage point per year.23 By contrast, estimates from the linear
specifications are generally smaller, ranging from –0.13 to –0.16.

4.3 Instrumenting Labor Productivity Growth

So far we have worked under the assumption that sector-level
changes in productivity growth determine sector-level changes in
employment shares. However, reverse causation cannot be entirely
ruled out, e.g., if labor is characterized by declining marginal pro-
ductivity. To address this potential problem, we instrument sectoral
labor productivity growth with measures of sectoral TFP growth
through two distinct approaches.

In the first approach, we assume that the United States is at
the technological frontier in all sectors. Thus, an increase in TFP
productivity growth in a given U.S. sector would reflect a positive
technological shock common to all the identical sectors outside the
United States. This suggests using size-weighted sectoral TFP pro-
ductivity in the United States as our first instrumental variable. In
the second approach, we follow Autor and Salomons (2017) and com-
pute for each country-time period observation cross-country averages
of sectoral TFP growth (excluding the country under consideration).
By averaging out country differences, this variable should capture

23To obtain these figures, we compute the effect on labor productivity growth of
a one-standard-deviation increase in credit-to-GDP growth (3 percentage points),
by using relation (9), where the variance of size-weighted productivity growth is
0.68 and the estimated coefficients θ̂1 range from –0.084 to –0.111.
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sector-specific supply or technological shocks. This suggests using
size-weighted TFP growth averaged across countries as our second
instrumental variable. To have one more instrument than variables
to instrument, we constructed a third instrumental variable by inter-
acting size-weighted TFP growth averaged across countries with
private credit-to-GDP growth.24

Table 11 reports the estimation of IV regressions. The base-
line specification in column 1 confirms the earlier findings. The
interaction term has a statistically significant negative sign, indi-
cating that credit-to-GDP growth reduces employment growth in
sectors with stronger productivity growth, thereby reducing the allo-
cation component of labor productivity growth. Moreover, the mag-
nitude of the coefficients is similar to that of coefficients estimated
under OLS. And controlling for the initial sectoral share in output
(column 2) yields very similar estimates. Last, replacing growth in
credit to GDP with average credit-to-GDP gap (columns 3 and 4)
leaves these conclusions unchanged.

5. A Simple Model of Credit, Reallocation, and Growth

Up to now, we have established that credit booms tend to reduce
aggregate labor productivity growth by reallocating the labor force
from higher to lower labor productivity growth sectors. In this
section, we provide a simple analytical framework that can quali-
tatively replicate this finding, short of testing a specific channel. In
a nutshell, the model rests on the idea that activities with higher
returns tend to be relatively less sensitive to credit conditions. The

24In constructing the three instrumental variables, we consider the actual size-
weights as well as the actual credit growth variable, i.e., those pertaining to the
specific country-sector-time observation. For example, the instrument which uses

sectoral TFP growth in the United States writes as ωs,c,t

(
1 +

ΔAUS
s,t+n

AUS
s,t

)
, where

AUS
s,t is TFP in sector s at time t in the United States. Similarly, the instruments

which use average sectoral TFP growth across countries write, respectively, as
ωs,c,t

(
1 + ΔAs,t+n

As,t

)
and ωs,c,t

(
1 + ΔAs,t+n

As,t

)
· fc,t+n

fc,t
where ΔAs,t+n

As,t
is average

TFP growth in sector s between time t and time t+1 across countries and fc,t+n

fc,t

is the growth rate of credit to GDP or the average credit-to-GDP gap in country
c between time t and time t + n.
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Table 11. Dependent Variable:
Growth in Employment Share

(1) (2) (3) (4)

Log of Value-Added Share –0.058*** –0.059***
(0.021) (0.021)

Credit Variable 0.104** 0.099* 0.095* 0.097*
(0.047) (0.051) (0.051) (0.054)

Size-Weighted Labor –0.100*** –0.045 –0.111*** –0.053*
Productivity Growth (0.026) (0.030) (0.027) (0.030)

Interaction (Size-Weighted –0.075*** –0.065** –0.090** –0.083**
Labor Productivity Growth (0.028) (0.028) (0.037) (0.037)
and Credit Variable)

Country × Sector Fixed Effects Yes Yes Yes Yes
Time Fixed Effects Yes Yes Yes Yes

Observations 909 909 909 909
R-Squared 0.067 0.077 0.061 0.072
J-Stat 1.922 0.580 1.992 0.591
p-value (0.166) (0.446) (0.158) (0.442)
LM-Stat 28.41 27.59 28.53 27.72
p-value (6.77e-07) (1.02e-06) (6.37e-07) (9.54e-07)

Note: This table reports the estimated coefficient for independent variables reported in the
first column from a set of IV regressions, the dependent variable being growth in sectoral
employment share. In columns 1–2, the credit variable is the growth rate of private credit
to GDP. In columns 3–4, the credit variable is the average private-credit-to-GDP gap. All
variables (growth rates and averages) are computed using non-overlapping five-year peri-
ods and all estimations include country-sector and time fixed effects. Size-weighted labor
productivity growth and the interaction between size-weighted labor productivity growth
and the credit variable are instrumented using (i) size-weighted TFP growth in the United
States, (ii) size-weighted TFP growth averaged across countries, and (iii) size-weighted
TFP growth averaged across countries interacted with the credit variable. Robust stan-
dard errors are in parentheses. Statistical significance at the 1 percent, 5 percent, and
10 percent level, respectively, is indicated with ***, **, and *. The statistic for the instru-
ment validity (weak instrument) test is reported on the J-stat row (LM-stat row) while
the associated p-value reports the probability that the hypothesis that all instruments are
valid (instruments are weak) cannot be rejected.

following sections give more details about how this intuition can fit
a simple endogenous growth model.

5.1 Main Assumptions

Consider a small open economy with overlapping generations of
entrepreneurs who live for two periods. Entrepreneurs born at date
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Figure 4. Timing of the Model

t receive a bequest Bt from the generation born at date t − 1.
Generation-t entrepreneurs combine this bequest with borrowed
funds and invest in a project. We denote rt the cost of capital that
lenders charge at date t. At date t + 1, the project delivers output
that is then used for three purposes: (i) paying back date-t bor-
rowing, (ii) bequesting Bt+1 to generation-t + 1 entrepreneurs, and
(iii) saving St+1. Entrepreneurs born at date t then combine savings
St+1 with some new borrowing to invest in the same project at date
t + 1. See Figure 4.

Finally at date t+2, entrepreneurs reap the project’s output and
use it to (i) pay back liabilities and (ii) consume Ct+2. Entrepre-
neurs can either invest in a type-i (innovative) or a type-h (housing)
project. Importantly, they are committed to a single project type for
their entire productive life. Realistically, innovative projects carry a
higher return, Ai > Ah. In addition, the return to housing projects
undertaken in the first period decreases with the number of entrepre-
neurs starting such projects. Denoting nt the measure of entrepre-
neurs starting an innovative project at date t, the return to housing
projects started at date t is then Ah (nt) (with A′

h (nt) > 0 and
A′′

h (nt) < 0) and Ah at date t + 1. Conversely, the return to invest-
ing in an innovative project is Ai both in the first and in the sec-
ond period. Housing projects therefore face some decreasing returns
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in the first period, while innovative projects do not.25 Finally, all
projects have positive net present value (NPV), i.e., Ah > Ah (n) >
rt and Ai > rt. Last we assume that agents know at date t the cur-
rent and the future costs of capital rt and rt+1. As will be clear later,
by running comparative statics on the future cost of capital rt+1, we
will be looking at the effect future credit availability, and thereby at
the effect of credit growth.26 Denoting β a positive scalar, we write
the utility function of an entrepreneur born at date t as

Ut = log Bt+1 + β log Ct+2. (12)

5.2 The Dynamics of the Economy

We denote πj,t (nt) the profit per unit of internal funds for newly
born entrepreneurs starting a type-j project at date t, nt being the
number of such entrepreneurs investing in an innovative project at
date t. Similarly, πj,t+1 denotes the profit per unit of internal funds
on type-j projects at date t + 1 for entrepreneurs born at date t.
In what follows, we will call πj,t (nt) the “short-run” profit rate and
πj,t+1 the “long-run” profit rate. The utility maximization problem
for an entrepreneur born at date t writes as

max
Bt+1;Ct+2

Ut = log Bt+1 + β log Ct+2

s.t.
{

Bt+1 + St+1 = πj,t (nt) Bt

Ct+2 = πj,t+1St+1.

(13)

Optimal date-t+1 bequest B∗
t+1 and optimal date-t+2 consumption

C∗
t+2 then satisfy

B∗
t+1 =

1
1 + β

πj,t (nt) Bt and C∗
t+2 =

β

1 + β
πj,t+1πj,t (nt) Bt. (14)

The first expression in (14) governs the growth rate of net wealth
for entrepreneurs investing in type-j projects. And using (14) we can

25This assumption that the number of new housing projects reduces the return
to new projects is here to provide an interior solution to the model. Removing it
or applying it equally to innovative projects does not change any of our results.

26More realistically, agents only know the probabilistic distribution of the
future cost of capital. In this case, the comparative static would be made by con-
sidering shocks achieving first-order stochastic dominance. Yet, all conclusions
would be similar.



278 International Journal of Central Banking December 2023

write the indirect utility Uj,t for entrepreneurs investing in a type-j
project, up to a constant, as

Uj,t = (1 + β) log πj,t (nt) + β log πj,t+1. (15)

5.3 Financial Constraints

Entrepreneurs can borrow from lenders, but they can default strate-
gically. To preclude default, lenders can impose borrowing limits
which ensure that entrepreneurs are always worse off defaulting. To
determine this no-default level of borrowing, consider an entrepre-
neur starting with a unit of net wealth, borrowing dt, the cost of
capital being rt and investing 1+dt in a type-j project. If the entre-
preneur chooses to pay back, the profit is then (1 + dt) Aj − rtdt.
Alternatively, suppose the entrepreneur chooses to default. Then in
the case of housing projects, the return for entrepreneurs drops to
Ah −ρh, as lenders can always seize (1 + dt) ρh. The no-default con-
straint then writes as rtdt ≤ (1 + dt) ρh. Assuming the condition
ρh ≤ rt holds, it simplifies as

dt ≤ dh (rt) ≡ ρh

rt − ρh
. (16)

Turning to innovative projects, defaulting entrepreneurs incur a
deadweight loss (1 + dt) ρi and assuming lenders recover a fraction q
of their loans, the borrowing limit for entrepreneurs running innova-
tive projects writes as (1 + dt) Ai − rtdt ≥ (1 + dt) (Ai − ρi)− qrtdt.
Then, to recover a fraction q of loans dt made to an entrepreneur with
an innovative project, lenders need to incur a cost cdt ln (1 − q)−1

,
where where c is a positive scalar. Lenders therefore choose the frac-
tion q of claims to be recovered on defaulted innovative projects to
maximize their repayment net of recovering costs:

max
q

qrtdt − c ln
(

1
1 − q

)
dt, (17)

which yields (1 − q) rt = c. Denoting λi = ρi/c and assuming λi < 1,
the no-default condition simplifies as

dt ≤ di ≡ λi

1 − λi
. (18)
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The key difference in the borrowing limits (16) and (18) lies in the
sensitivity to the cost of capital rt. When an entrepreneur with a
housing project defaults, there is no productivity loss and lenders
can seize the collateral (1 + dt) ρh with no deadweight loss. Lenders
therefore choose to increase their lending supply when the cost of
capital rt falls because the face value of their claims rtdt falls relative
to the value of the collateral (1 + dt) ρh they can seize. By contrast,
when an entrepreneur with an innovative project defaults, entrepre-
neurs suffer an output loss (1 + dt) ρi. But this time, lenders who
cannot seize this forgone output, they need to spend extra resources
to recover their claims. And given that they choose to spend more—
to recover their claims—when the cost of capital rt is higher, the
actual benefit for entrepreneurs to defaulting—(1 − q) rtdt—ends up
being independent of the cost of capital rt. Hence, the maximum
level of borrowing for entrepreneurs with an innovative project is
also independent of the cost of capital.

Given that projects all have positive NPV, entrepreneurs always
borrow as much as possible and both constraints (16) and (18) bind.
Short- and long-term profit rates on housing projects hence write as

πh,t (nt) =
Ah (nt) − ρh

rt − ρh
rt and πh,t+1 =

Ah − ρh

rt+1 − ρh
rt+1. (19)

And short- and long-term profit rates on innovative projects satisfy

πi,t =
Ai − λirt

1 − λi
and πi,t+1 =

Ai − λirt+1

1 − λi
. (20)

Housing and innovative profits are therefore both decreasing in the
cost of capital, but housing profits are also strictly concave in the
cost of capital. As a result, when the cost of capital is sufficiently
low, a drop in the cost of capital raises proportionally more prof-
its on housing than profits on innovative projects. Now with this
framework at hand, we can look at the effect of credit booms, by
considering a drop in the future cost of capital rt+1, as it acts to
relax future borrowing constraints and hence raise the level of future
credit relative to the current one.
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5.4 Credit Booms and Reallocation across Sectors

The number of entrepreneurs n∗
t starting at date t an innovative

project is such that entrepreneurs should be indifferent between
investing in either sector. Using (15), the break-even condition
writes as

(1 + β) log πh,t (n∗
t ) + β log πh,t+1 = (1 + β) log πi,t + β log πi,t+1.

(21)

Writing π (rt+1) = [πh,t+1/πi,t+1]
β

1+β , the break-even condition (21)
simplifies as

πh,t (n∗
t ) = π (rt+1) · πi,t. (22)

In the break-even condition (22), the LHS increases with the number
of entrepreneurs nt investing in innovative projects at date t, while
the RHS decreases with the number of entrepreneurs nt investing
in innovative projects at date t. As a result, there is a unique equi-
librium which pins down each sector size. In the next proposition,
we look at the comparative statics of the equilibrium allocation of
entrepreneurs.

Proposition 1. There exists r∗ such that when the cost of capital
rt+1 satisfies rt+1 < r∗, then,
(i) the number of entrepreneurs n∗

t starting innovative projects at
date t increases with the future cost of capital rt+1;
(ii) equilibrium short-term profits on innovative projects are higher
than on housing projects.

Proof. Using the equilibrium condition (22), we have

π′
h,t (n∗

t )
dn∗

t

drt+1

=
β

1 + β

[
ρh

rt+1 − ρh

1
rt+1

− λi

Ai − λirt+1

] [
πh,t+1

πi,t+1

] β
1+β

πi,t. (23)

The term in brackets is positive if and only if rt+1 ≤
√

Aiρh/λi.
Hence given that π′

h,t (nt) > 0, a reduction in the cost of capital
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rt+1 reduces the number of entrepreneurs n∗
t undertaking innovative

projects and raises the number of entrepreneurs undertaking housing
projects if and only if rt+1 ≤

√
Aiρh/λi. Moreover, long-run profits

are larger for housing πh,t+1 > πi,t+1 when the cost of capital rt+1
is lower than some threshold r, where r satisfies

r ≡
[

Ai + ρh − (1 − λi) Ah

2ρhAi

+

√(
Ai + ρh − (1 − λi) Ah

2ρhAi

)2

− λi

ρhAi

⎤
⎦

−1

. (24)

Hence, when rt+1 ≤ r∗ ≡ min
{√

Aiρh/λi; r
}

, then a reduction in
the cost of capital rt+1 raises the number of entrepreneurs undertak-
ing housing projects, while at the same time, housing projects yield
lower short-term profits. �

As was noted above, profits on housing projects tend to be more
sensitive to changes in the cost of capital than profits on innovative
projects when rt+1 < r∗. Hence when this condition is met, a reduc-
tion in the cost of capital benefits disproportionately more to housing
than to innovative entrepreneurs, which leads a growing number of
entrepreneurs to leave the innovative sector and enter the housing
sector. Moreover, by the same sensitivity argument, long-run profits
on housing projects are higher when rt+1 < r∗. As a result, equi-
librium short-term profits for housing should be lower. Hence, the
drop in the cost of capital rt+1 leads entrepreneurs to reallocate into
housing even if housing is less profitable in the short run.

5.5 Growth

Growth is summarized in this model with the dynamics of entrepre-
neurs’ initial endowment. Given optimal individual choices (14), the
growth rate of entrepreneurs’ initial endowment writes as

Bt+1

Bt
=

(1 − n∗
t ) πh,t (n∗

t ) + n∗
t πi,t

1 + β
. (25)

It depends on the allocation of entrepreneurs across sectors and
short-term profits, but not on long-term profits which only affect
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consumption. Hence credit growth affects the output growth essen-
tially through two channels: first, through the reallocation channel,
as changes in the growth rate of credit affect the distribution of
entrepreneurs across sectors; second, through changes in short-term
profits, as those determine new entrepreneurs’ initial endowment.

Proposition 2. When rt+1 < r∗, the growth rate of the economy
decreases with the growth rate of credit. This negative relationship
is due to entrepreneurs reallocating towards a less profitable housing
sector in the short run.

Proof. A change in credit growth between t and t + 1 is captured
here by an (inverse) change in the cost of capital at date t + 1. The
effect on growth of such a change is summarized in the following
expression:

∂Bt+1/Bt

∂rt+1
=

∂n∗
t

∂rt+1

(1 − n∗
t ) π′

h,t (n∗
t ) + [πi,t − πh,t (n∗

t )]
1 + β

. (26)

From Proposition 1, we know that the first term ∂n∗
t /∂rt+1 is posi-

tive: when rt+1 < r∗, entrepreneurs reallocate into the housing sector
when the future cost of capital rt+1 goes down. Moreover, as a larger
number of entrepreneurs start housing projects, the short-term profit
to housing goes down (π′

h,t (n∗
t ) > 0). Last, from Proposition 1, we

know that when rt+1 < r∗, housing is less profitable in the short
run; πi,t > πh,t (n∗

t ). Output growth between t and t + 1 therefore
decreases as the cost of capital rt+1 goes down, or equivalently as
credit growth between t and t + 1 increases. �

An increase in the growth rate of credit therefore acts as a drag
on aggregate growth through the reallocation channel: When rt+1
decreases and credit grows more quickly between t and t + 1, fewer
entrepreneurs start innovative projects in t, while innovative projects
happen to provide higher profits in the short run. More resources
are hence invested in activities with a lower payoff. This drags down
aggregate growth.

6. Conclusion

In this paper we have investigated the relationship between credit
growth, productivity growth, and labor reallocations. We find that
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credit growth tends to reduce aggregate labor productivity growth.
Moreover, during credit booms, this reduction occurs through labor
reallocations towards lower productivity growth sectors. To reach
these conclusions, we have proceeded in four steps. First, we have
decomposed aggregate productivity growth into a common and an
allocation component, the latter reflecting the covariance between
employment and productivity growths across sectors. Second, we
have run country fixed-effect panel regressions, showing the exis-
tence of a negative and statistically significant relationship between
measures of credit growth and the allocation component of aggregate
productivity growth, particularly for countries that went through
credit boom episodes. Third, we have estimated a series of sector-
level regressions showing that when aggregate credit grows more
quickly, employment growth tends to slow disproportionately more
in sectors with stronger labor productivity growth, thereby confirm-
ing the country-level result that labor tends to reallocate into low-
productivity growth sectors in periods of rapidly expanding credit.
Last, we have developed a simple model, where sectoral differences in
credit sensitivities lead entrepreneurs to invest more heavily in low-
return sectors, during periods of strong credit growth. While this
illustrative framework could provide a case for leaning-against-the-
wind policies, i.e., to limit credit expansions with a view to reduce
reallocations that hurt productivity growth, making this point for-
mally would require testing this specific channel in the data, in addi-
tion to conducting a fully fledged welfare analysis. Both will be the
focus of future research.
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We use a DSGE model to study the effectiveness of green-
asset purchases by the central bank (Green QE), along the
transition to a carbon-free economy driven by an emission tax.
In our baseline calibration, where green and brown goods are
imperfect substitutes, Green QE helps to further reduce emis-
sions, but the quantitative impact on pollution is small; the
effects become slightly larger if the purchases are carried out in
the early stage of the transition. The elasticity of substitution
between green and brown goods is a crucial parameter: if the
goods are imperfect complements, Green QE raises emissions.

JEL Codes: E52, E58, Q54.

1. Introduction

Limiting the escalation in global temperature is one of the big chal-
lenges of the 21st century. According to the scientific community, the
acceleration of temperature increase observed in the last decades is
largely driven by an exponential rise in greenhouse gas emissions, as
a result of the expansion in global production since the industrial
revolution. As of June 2022, almost all countries in the world had
ratified the Paris Agreement, which has the ambitious goal of keep-
ing a global temperature rise throughout the current century well
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below 2 degrees Celsius above pre-industrial levels, and to pursue
efforts to limit the rise to 1.5 degrees. In order to meet these goals,
the European Union aims to be climate neutral by 2050, by reaching
net-zero greenhouse gas emissions.

Designing effective environmental policies is a task for elected
governments, which have the most appropriate instruments to
address the climate challenge. Several economists suggest that cen-
tral banks may also play a role in mitigating the increase in global
temperature: according to De Grauwe (2019), Schoenmaker (2019),
and Brunnermeier and Landau (2020), one option on the table is
to design a program of green asset purchases, the so-called Green
QE. Central banks such as the European Central Bank (ECB), the
Bank of England, and the Sveriges Riksbank have indeed started
to study how to decarbonize their balance sheets and in particular
their monetary policy portfolios.

Motivated by these facts, we ask whether Green QE is useful in
further reducing the flow of emissions and the stock of atmospheric
carbon along the transition, and how it could be better designed
to maximize its effectiveness.1 We answer this question through the
lens of a dynamic stochastic general equilibrium (DSGE) model, cal-
ibrated on the euro area (EA). We define Green QE as a purchase
program of green bonds by the central bank, financed with higher
reserves. The model features two production sectors: a green sector,
where firms do not pollute; and a brown sector, where production
generates CO2 emissions, which fuel the stock of atmospheric car-
bon. Brown firms are charged with a tax for each unit of emissions;
in order to reduce tax payments, brown firms can cut emissions
by increasing abatement spending. We model the attention paid by
households to the environmental content of their investments by
assuming that they enjoy utility from investing in green bonds and
suffer disutility from investing in brown bonds. This assumption cap-
tures the taste for specific types of assets along the lines of Fama and
French (2007), and it is consistent with the existence of a negative
premium between green and brown bonds, the so-called greenium
(as in Zerbib 2019, Fatica, Panzica, and Rancan 2021, and Liberati
and Marinelli 2021). Crucially, this assumption breaks the Wallace

1In the paper we use the terms “atmospheric carbon” and “pollution”
interchangeably.
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neutrality (Wallace 1981), making green and brown bonds imper-
fect substitutes for households in the short run and in the long run:
if the central bank purchases green bonds by issuing reserves, the
greenium becomes even more negative.

We carry out the following two main experiments.
First, we simulate the transition to an emission-free economy.

The government sets an emission tax that increases over time for 30
years, in line with the European Commission environmental targets,
up to the point that brown firms fully abate emissions. By increasing
production costs for the brown sector along the transition, resources
shift from the brown to the green sector, which becomes bigger in rel-
ative terms in the new steady state. We show that in the new steady
state the economic activity shrinks, compared with a scenario with
no emission taxes.

Second, we simulate three different types of Green QE by the
central bank along the transition, on top of the government’s
emission-tax policy. We model Green QE as an additional enve-
lope of purchases by the central bank targeted only to green bonds.
The expansion of the balance sheet is financed by issuing reserves.
The three types of Green QE differ as to the timing of the pur-
chases and the persistence of the policy: (i) gradually increasing and
permanent; (ii) front loaded and permanent; (iii) front loaded and
transitory, i.e., the central bank allows the stock of green bonds held
to decline after some years. We show that Green QE is more effective
in reducing the stock of pollution when purchases are concentrated
in the first years of the transition (cases (ii) and (iii)), as the link
between emissions and brown production is still not weakened by
abatement spending. Instead, the effect on pollution is much smaller
when Green QE increases gradually (case (i)), because the bulk of
purchases takes place at the end of the transition when high abate-
ment spending weakens the link between emissions and brown pro-
duction. However, from a quantitative point of view, the effect on the
stock of pollution, either global and European, is very small in every
scenario.

We also identify some parameters that are important for the
effectiveness of Green QE along the transition. First, the higher the
curvature of the bond utility function, the more Green QE is effec-
tive, as in this case households change by less their asset composition,
weakening the Wallace neutrality principle. Second, the impact on
emissions depends on the elasticity of substitution between the green
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and the brown goods. If the two goods are complements, Green QE
increases emissions, because the resulting expansion of green output
implies a larger demand of brown output, brown production rises,
and so do emissions. If the two goods are substitutes (as we assume
in our calibration), Green QE shifts demand from the brown to the
green sector. Third, we show that the effectiveness of Green QE is
convex in the size of purchases. Finally, a lower steady-state gree-
nium reduces the relevance of the bond utility function, strength-
ening the Wallace neutrality principle and making Green QE less
effective.

Our paper fits in the stream of the literature that studies the
transition to a carbon-free economy in general equilibrium models.
William Nordhaus simulates the long-run effects of climate change,
studying different policy scenarios in several applications of his
DICE model (Nordhaus 2008, 2017; Nordhaus and Sztorc 2013).
Diluiso et al. (2021) analyze financial and monetary policies along
the transition to an economy with lower emissions and in response
to negative shocks in the brown sector. Benmir and Roman (2020)
study monetary and macroprudential policies that can attenuate the
welfare losses driven by the introduction of a carbon tax. Carattini,
Heutel, and Melkadze (2021) assess the financial risk arising from
climate policies and how it can be mitigated through macropruden-
tial policy. Bartocci, Notarpietro, and Pisani (2022) introduce green
subsidies and carbon taxes in a large-scale model, studying several
policies. In a two-country model, Ferrari Minesso and Pagliari (2021)
find that conventional monetary policy displays little effect in reduc-
ing emissions along the green transition, but it could partially shield
households from the cost of the brown tax. With respect to these
papers, we analyze the role of Green QE along the transition: we
show that Green QE helps reduce emissions, but the effect is quan-
titatively small. In an independent work and using a different model,
Abiry et al. (2022) show that a reallocation of the portfolio composi-
tion of the central bank toward the clean sector is much less effective
than carbon taxation.

In a previous paper (Ferrari and Nispi Landi 2021), we study
the effects of a transitory Green QE that cannot have any effect
in steady state; in the present paper we also consider a permanent
Green QE that can be effective in the long run, and we analyze
the effect of purchase programs along the transition to an economy
with zero emissions. This is possible, as in the model used in this
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paper green and brown bonds are explicitly included in the house-
holds’ utility function, making green and brown bonds imperfect
substitutes also in the long run; in our previous paper we make the
two bonds imperfect substitutes only in the short run, by modeling
transitory transaction costs in the financial sector.

Finally, the paper is also related to Papoutsi, Piazzesi, and
Schneider (2021), who make two important points. First, the Corpo-
rate Sector Purchase Program (CSPP) of the ECB is tilted toward
more polluting sectors, beyond the capital shares of these sectors,
given that more polluting firms typically issue relatively more bonds
than green firms; second, in a theoretical model they show that,
absent a carbon tax, tilting the central bank’s portfolio towards
green firms can be beneficial to address an environmental exter-
nality. Compared with Papoutsi, Piazzesi, and Schneider (2021), we
perform dynamic simulations of different versions of Green QE, in a
calibrated medium-scale model for the euro area. Even if we do not
carry out a welfare analysis, we also show that Green QE becomes
more useful without a carbon tax, which weakens the link between
emissions and brown production. However, we argue that, in gen-
eral, green purchases by the central bank have little impact on the
stock of pollution.

2. Model

We set up a New Keynesian framework augmented with a green and
a brown sector, as in Ferrari and Nispi Landi (2021). The green sec-
tor produces the green output, and it does not pollute. The brown
sector produces the brown output, and it generates emissions. The
flow of emissions fuels the stock of atmospheric carbon. Brown firms
decide how much to spend in abatement to limit emissions and thus
to reduce carbon-tax spending. The green and the brown output
are used as inputs by a continuum of intermediate firms, which act
in monopolistic competition and are subject to nominal rigidities.
A final-good firm combines the differentiated intermediate goods to
produce a final good. The final good is bought by households for
consumption and by capital producers, which transform it in phys-
ical capital. The model shares some similarities with the setup in
Papoutsi, Piazzesi, and Schneider (2021), which also features pollut-
ing sectors. There are two main differences. First, we include typical
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New Keynesian features, such as monopolistic competition, price
stickiness, and an elastic labor supply, in order to be closer to the
monetary economics literature. Second, our model includes bonds in
the utility function, to make green and brown bonds imperfect sub-
stitutes, giving Green QE a chance to work. Papoutsi, Piazzesi, and
Schneider (2021) include bond-holding costs for the same purpose.

The main goal of the paper is not a welfare evaluation of Green
QE: for simplicity, unlike most of the literature, in this model pollu-
tion is not detrimental for total factor productivity. This assumption
allows to easily find a balance growth path of the model, with most
variables that grow along this path at the exogenous growth rate
of the labor-augmenting productivity.2 The goal of this paper is a
positive analysis of Green QE along the transition to a zero-emission
economy: in the model, the transition is not necessarily optimal, and
we take it as given.

From now on we denote with G the green sector and with B
the brown sector. We indicate with a “tilde” variables that are
detrended, i.e., that are divided by their trend, which is the non-
stationary labor-augmenting productivity zt for most variables; we
indicate with a “hat” detrended variables in percentage deviations
from the steady state; variables without a time index are meant to
be in steady state.

In what follows, we lay out the optimization problems of all
the agents of the model. We leave the full list of equations to the
appendix.

2.1 Households

The representative household maximizes the following utility
function:

E0

∞∑
t=0

βt

[
log (ct − ςct−1) − h1+ϕ

t

1 + ϕ
+

νG

1 − κG

(
BG

Ht

Ptzt

)1−κG

− νB

1 + κB

(
BB

Ht

Ptzt

)1+κB
]

,

2We could assume that pollution yields disutility to households. As far as the
utility function is separable in pollution, our results would not change.
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subject to the budget constraint:

ct +
DHt + BG

Ht + BB
Ht

Pt
=

rt−1DHt−1 + RG
t BG

Ht−1 + RB
t BB

Ht−1

Pt

+ wtht − tt + Γt. (1)

The choice variables are consumption ct, hours worked ht, the nom-
inal holding of green and brown one-period bonds BG

Ht and BB
Ht,

and the nominal holding DHt of one-period public bonds plus cen-
tral bank’s reserves;3 RG

t , RB
t , and rt are the nominal interest rate

on green, brown, and public bonds, respectively; wt is the hourly
wage; tt denotes lump-sum taxes; Γt denotes profits from owner-
ship of firms; Pt is the CPI level; zt is labor-augmenting total factor
productivity (TFP), which grows at rate θ.

Green bonds are issued by firms that do not pollute, while
brown bonds are issued by firms that generate detrimental emis-
sions. We are assuming that utility is increasing in the amount of
real detrended green bonds, and decreasing in the amount of real
detrended brown bonds. With this assumption we aim to capture the
taste of investors for specific assets beyond the payoffs, in the spirit
of Fama and French (2007) and Hartzmark and Sussman (2019). It
turns out that green and brown bonds are not perfect substitutes,
and in equilibrium a negative green-brown spread opens up: our
model features the so-called greenium, in line with several empirical
studies (Zerbib 2019, Fatica, Panzica, and Rancan 2021, Liberati
and Marinelli 2021), which can be interpreted as a preference for
green bonds.4 This assumption also ensures that Wallace neutrality
does not hold and Green QE is effective.5 Unlike Ferrari and Nispi
Landi (2021), the Wallace neutrality does not hold in the long run
either, making Green QE effective also in the long run.

3Public bonds and reserves are perfect substitutes and pay the same interest
rate rt.

4Without this assumption, the bond demand would be perfectly elastic and
the greenium would be always zero (in steady state and in response to shocks),
despite different weights of green and brown goods in the CES production bundle.

5Assets in the utility function is a common assumption in the DSGE literature.
Recently, macroeconomists have used this assumption to make bonds imperfect
substitutes, thus breaking the Wallace neutrality (Alpanda and Kabaca 2020), to
better explain the data (Rannenberg 2021), and to solve several puzzles of New
Keynesian models (Michaillat and Saez 2021).
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Define the following real variables: dt ≡ Dt

Pt
, bG

Ht ≡ BG
Ht

Pt
, bB

Ht ≡
BB

Ht

Pt
, rG

t ≡ RG
t

πt
, rB

t ≡ RB
t

πt
, where πt is the gross inflation rate.

The first-order conditions of the problem yield the following Euler
equations:

1 = βEt

(
λt+1

λt

rt

πt+1

)
(2)

1 = βEt

(
λt+1

λt
rG
t+1

)
+

νG

ztλt

(
bG
Ht

zt

)−κG

(3)

1 = βEt

(
λt+1

λt
rB
t+1

)
− νB

ztλt

(
bB
Ht

zt

)κB

, (4)

and an expression for the labor supply:

hϕ
t = wtλt, (5)

where λt is the marginal utility of consumption, which includes
habits:

λt =
1

ct − ςct−1
− βςEt

(
1

ct+1 − ςct

)
. (6)

Linearizing Equations (3) and (4) around a steady state
with constant productivity growth, we get the following arbitrage
conditions:

b̂G
Ht − b̂B

Ht = ηEt

(
r̂G
t+1 − r̂B

t+1
)

− ηθ

β

(
rB − rG

rGrB

)
λ̂t, (7)

where we impose η ≡ rB

κB(rB−rr) = rG

κG(rr−rG) , and rr is the real
interest rate on public bonds in steady state. The previous con-
dition shows that a reduction in the green-brown spread induces
households to replace green with brown bonds, other things equal.

2.2 Final-Good Firms

The representative final-good firm uses the following CES bundle to
produce the final good yt:

yt =
[∫ 1

0
yt(i)

ε−1
ε di

] ε
ε−1

, (8)



Vol. 19 No. 5 Toward a Green Economy 295

where yt (i) is an intermediate good produced by intermediate firm
i, whose price is Pt (i). The profit-maximization problem yields the
following demand function ∀i:

yt(i) = yt

(
Pt(i)
Pt

)−ε

. (9)

2.3 Intermediate-Good Firms

There is a continuum of firms indexed by i, producing a differentiated
input and using the following function:

yt (i) = yI
t (i) , (10)

where yI
t is a CES bundle of green production yG

t and brown pro-
duction yB

t :

yI
t (i) =

[
(1 − ζ)

1
ξ
(
yG

t (i)
) ξ−1

ξ + ζ
1
ξ
(
yB

t (i)
) ξ−1

ξ

] ξ
ξ−1

. (11)

Firms operate in monopolistic competition and they set prices
subject to the demand of the final-good firm (9). Firms pay quadratic
adjustment costs ACt (i) in nominal terms:

ACt (i) =
κP

2

(
Pt (i)

Pt−1 (i)
− π

)2

Ptyt,

where π is the inflation target.
The intermediate firm i solves an intratemporal problem to

choose the optimal input combination, and an intertemporal prob-
lem to set the price. The intratemporal problem, i.e., minimizing
costs subject to a given level of production, reads as follows:

min
yB

t (i),yG
t (i)

pG
t yG

t (i) + pB
t yB

t (i)

s.t.

[
(1 − ζ)

1
ξ
(
yG

t (i)
) ξ−1

ξ + ζ
1
ξ
(
yB

t (i)
) ξ−1

ξ

] ξ
ξ−1

= yI
t (i) ,
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where pG
t and pB

t are the price of green and brown production,
respectively, expressed relatively to the CPI. The problem yields
the following demand functions for the green and brown input:

yG
t (i) = (1 − ζ)

(
pG

t

pI
t

)−ξ

yI
t (i) (12)

yB
t (i) = ζ

(
pB

t

pI
t

)−ξ

yI
t (i) , (13)

where pI
t =

[
(1 − ζ)

(
pG

t

)1−ξ + ζ
(
pB

t

)1−ξ
] 1

1−ξ

is the real marginal
cost of the firm.

The intertemporal problem reads as follows:

max
{Pt(i)}∞

t=0

E0

{ ∞∑
t=0

βt λt

λ0

[(
Pt(i)
Pt

)−ε (
Pt (i)
Pt

− pI
t

)
yt

−κP

2

(
Pt (i)

Pt−1 (i)
− π

)2

yt

]}
,

where firms use the same stochastic discount factor of households.
In a symmetric equilibrium, the intertemporal problem yields a non-
linear Phillips curve:

πt (πt − π) = βEt

[
λt+1

λt

yt+1

yt
πt+1 (πt+1 − π)

]
+

ε

κP

(
pI

t − ε − 1
ε

)
,

(14)

which links inflation to real marginal costs. If κP > 0, changing
prices is costly and the classical dichotomy between nominal and
real variables is broken.

2.4 Green and Brown Firms

Green and brown firms use the following production function, for
j = G, B:

yj
t = at

(
kj

t−1

)α (
zth

j
t

)1−α

, (15)
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where kj
t and hj

t are capital and labor used in sector j, and at is
total factor productivity, which follows an AR(1) process:

log (at) = log (a) + ρa log (at−1) + va
t (16)

and va
t ∼ N

(
0, σ2

a

)
is a technology shock. Green and brown firms

issue bonds bj
t to households and to the central bank. Bonds finance

capital expenditure:

bj
t = qtk

j
t , (17)

where qt is the price of the capital good. The bond is expressed in
real terms and pays a real interest rate rj

t , for j = G, B. According to
the International Capital Market Association (ICMA), green bonds
enable capital raising and investment for new and existing projects
with environmental benefits. We are therefore using a much wider
definition, because we consider as green those assets issued by non-
polluting firms, consistently with the theoretical literature (Diluiso
et al. 2021, Ferrari and Nispi Landi 2021, Papoutsi, Piazzesi, and
Schneider 2021). Given that the market for green bonds as defined
by the ICMA is growing but still small, this assumption allows us
to model Green QE on a larger scale.

Firms buy capital from capital producers, which in turn buy back
non-depreciated capital from basic firms; hence, the effective cost of
capital for brown firms reads as follows:

rB
kt ≡ rB

t qt−1 − (1 − δ) qt, (18)

where δ is the depreciation rate of capital.
Firms pay a tax τt for each unit of emissions et. The tax is

relevant only for brown firms, as green firms do not pollute; as in
Nordhaus (2008), we assume that for each unit of brown output,
brown firms release νE (1 − μt) carbon-model units in the atmos-
phere, as shown by the following emission function:

et = νE (1 − μt) yB
t , (19)

where μt is the fraction of emissions that brown firms abate. The
flow of emissions fuels the stock of atmospheric carbon xt:

xt = (1 − δx) xt−1 + et + erow
t , (20)
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where erow
t denotes exogenous rest-of-the-world emissions, which

grow at the same rate of labor-augmenting productivity zt. Follow-
ing Nordhaus (2008), we assume a convex abatement-cost function
ABCt:

ABCt =
νM

1 + χ
μ1+χ

t yB
t . (21)

The profit function of brown firms reads as follows:

ΓB
t = pBnet

t

(
kB

t−1
)α (

zth
B
t

)1−α − wth
B
t − rB

ktk
B
t−1, (22)

where pBnet
t is the brown price net of taxes and abatement costs:

pBnet
t ≡

[
pB

t − τt (1 − μt) νE − νM

1 + χ
μ1+χ

t

]
. (23)

The first-order conditions describe the choice of capital, labor, and
abatement:

wth
B
t = (1 − α) pBnet

t yB
t (24)

rB
ktk

B
t−1 = αpBnet

t yB
t (25)

μt =
(

νEτt

νM

) 1
χ

. (26)

Equation (26) shows that abatement is an increasing function of the
emission tax: if the tax is 0, brown firms do not have any incentive
to abate emissions.

The problem of green firms is similar, with the only exception
that green firms do not pollute, so they do not pay taxes and abate-
ment costs.

2.5 Capital Producers

Capital producers use the output produced by final-good firms
and non-depreciated capital from intermediate firms to produce
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physical capital. Capital is then sold to green and brown firms.
Capital producers solve the following problem:

max
{it,kt}∞

t=0

E0

{ ∞∑
t=0

βt λt

λ0
[qtkt − (1 − δ) qtkt−1 − it]

}

s.t. kt = (1 − δ) kt−1 +

[
1 − κI

2

(
it

it−1
− θ

)2
]

it,

where kt is aggregate capital in the economy and it denotes invest-
ment. The first-order condition reads as follows:

qt

{
1 − κI

2

(
it

it−1
− θ

)2

− κI
it

it−1

(
it

it−1
− θ

)}

+ βEt

[
λt+1

λt
qt+1

(
it+1

it

)2

κI

(
it+1

it
− θ

)]
= 1. (27)

2.6 Policy

The central bank invests in corporate bonds bG
Ct and bB

Ct and public
bonds dCt issuing nominal reserves REt:

bG
Ct + bB

Ct + dCt =
REt

Pt
. (28)

Reserves and public bonds are perfect substitutes, so they yield
the same nominal interest rate rt.6 We define ret ≡ REt

Pt
as the

real reserve balances. The central bank’s real profits ΓCt are the
following:

ΓCt =
(

rG
t − rt−1

πt

)
bG
Ct−1 +

(
rB
t − rt−1

πt

)
bB
Ct−1.

Our model is calibrated to the euro area, where fiscal policy is typi-
cally implemented at the country level. Following the DSGE litera-
ture that models the euro area (i.e., Christoffel, Coenen, and Warne

6This assumption is not crucial. We could make these assets imperfect substi-
tutes by introducing public bonds in the utility function of households, but we
would not gain much for the purpose of the analysis.
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2008 and Coenen et al. 2018, among others), we are considering the
euro area as an individual country with a shared fiscal policy. This
assumption is fairly innocuous: the only relevant fiscal decision in
our model is the setting of the carbon tax τt, which could be seen
as a euro area coordinated policy to address climate change. The
other fiscal variables are assumed to be constant along the balanced-
growth path (public spending gt) or they are irrelevant as a result
of the Ricardian equivalence (total public bonds dPt and lump-sum
taxes tt). The government budget constraint reads as follows:

gt +
rt−1

πt
dPt−1 = tt + dPt + τtet + ΓCt. (29)

Given these assumptions, we need to specify a rule for the following
policy variables:

POL ≡
{
τt, ret, dCt, b

B
Ct, b

G
Ct, rt

}
. (30)

We assume that public and brown bonds held by the central bank
grow at the same rate of the labor-augmenting productivity (thus
they are constant along a balanced-growth path). The emission tax
τt is set such that emissions go linearly to 0 in 2050, in line with
the European Union’s commitment to global climate action under
the Paris Agreement: the tax increases over time until 2050 and
it remains constant afterward. In each policy scenario, we specify a
path for for central bank’s reserves ret, with bG

Ct being determined by
(28), given dCt and bB

Ct. The nominal interest rate follows a standard
Taylor rule:

rt

r
=

(rt−1

r

)ρr
(πt

π

)φπ(1−ρr)
. (31)

2.7 Market Clearing

Clearing in the goods market implies

yt = ct + it + gt + yB
t

νM

1 + χ
μ1+χ

t +
κP

2
(πt − π)2 yt. (32)

Clearing in the corporate bond market:

bG
t = bG

Ht + bG
Ct (33)

bB
t = bB

Ht + bB
Ct. (34)
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Market clearing for public bonds/reserves:

dPt + ret − dCt = dHt. (35)

Market clearing in labor and capital markets:

ht = hB
t + hG

t (36)

kt = kB
t + kG

t . (37)

2.8 Additional Variables

2.8.1 Carbon Price

The price of one ton of CO2 (the so-called carbon price) is an impor-
tant statistic in the environmental-macroeconomic literature. In our
model, τt is the price of one carbon-model unit in terms of output-
model units. Let pC

t be the price of one ton of CO2 in euros. We
compute pC

t as follows:

pC
t =

s1s2

s3
τt, (38)

where s1, s2, and s3 are conversion rates defined as follows. The
conversion rate s1 denotes euros (in billions) per one output-model
unit:

s1 =
yE

ỹ
, (39)

where yE = 3022.4 euro bil. is the quarterly GDP in the euro area in
2019:Q4, while ỹ = 2.2469 denotes the initial steady-state detrended
output; the conversion rate s2 denotes gigatons of carbon (GtC) per
one carbon-model unit:

s2 =
xGtC

x̃
, (40)

where xGtC = 870.1476 GtC is the stock of atmospheric carbon in
2019 and x̃ = 1947.9 is the detrended atmospheric carbon in model
units in the initial steady state; finally, one ton of carbon is equal to
s3 = 3.67 tons of CO2.
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2.8.2 Euro Area Pollution

In our model, xt is the stock of atmospheric carbon generated by
world emissions. We also define a measure of euro area atmospheric
carbon, which is pollution generated only by euro area emissions:

xea
t = (1 − δx) xea

t−1 + et. (41)

2.9 Calibration

We calibrate the model to the euro area, at the quarterly fre-
quency. We set most economic parameters following the new version
of the New Area-Wide Model (NAWM-II) in Coenen et al. (2018)
(Table 1).

Regarding the initial steady-state ratios, we follow the NAWM-II
and target c

y , i
y , and g

y equal to 57.5 percent, 21.0 percent, and 21.5
percent, respectively. To match these targets, we calibrate α = 0.30
and ḡ = 0.48.

For the following environmental parameters, we use the calibra-
tion in Gibson and Heutel (2020), which update the estimates in
Heutel (2012); we set the pollution depreciation δx to 0.0035; we
calibrate the convexity χ of the abatement function to 1.6; the coeffi-
cient in the abatement function νM is set to 0.074 (1 + χ). Moreover,
we set the rest-of-the-world emissions to match a steady-state rest-
of-the world/euro area emission ratio of 15.31, the value observed in
2018: this implies ẽrow = 13.30. We set the coefficient in the emis-
sion function νE to 0.49, in order to target a price of 65 euros per
ton of CO2 under full abatement, a value in line with the literature.

In order to set the weight of the brown output ζ and the elas-
ticity of substitution ξ between the green and the brown output, we
have to define what is green and what is brown. A first option is
to interpret yG and yB as different energy sources, with a relatively
high elasticity of substitution: this is what Carattini, Heutel, and
Melkadze (2021) and Giovanardi et al. (2021) do, in models similar
to ours. A second option is to interpret the green as the service sector
and the brown as the manufacturing sector, which is more pollut-
ing: in this case the elasticity of substitution between the two goods
is relatively low. Our results show that Green QE is a limited tool
to affect pollution; therefore, in order to be conservative, we choose
the first option, given that the second option would magnify our
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findings: a low elasticity of substitution implies that the two goods
are complements, thus a Green QE that boosts the green sector
will end up stimulating also the brown sector. Following Carattini,
Heutel, and Melkadze (2021), we set ξ = 2; following Giovanardi
et al. (2021), who target the renewable energy share in Europe in
2018, we set the weight of the brown good ζ to 0.8. In Section 4, we
explore what changes when we interpret the two sectors as services
and manufacturing.

The parameters of the bonds’ utility functions are specific to our
model. Parameters κG and κB govern the concavity and the convex-
ity of the green bond utility and the brown bond disutility function,
respectively; these parameters are relevant for the elasticity of bond
demands to the greenium: when κG and κB are higher, this elasticity
is low and households are less willing to change their asset compo-
sition, making Green QE more effective. A first option is to set κG

and κB following the studies that use assets in the utility function,
where these parameters are calibrated around relatively low values
(1 in Alpanda and Kabaca 2020, 0.15 in Rannenberg 2021), resulting
in large elasticities. A second option is to calibrate directly the elas-
ticity (parameter η in Equation (7)), in models where different bonds
are not perfect substitutes; in an influential work based on a DSGE
model, Chen, Cúrdia, and Ferrero (2012) estimate the short-run elas-
ticity of long-term bond holdings to the spread between long- and
short-term rates at a number around 300.7 In order to give Green
QE a chance to be relatively effective, we choose the second option
and set η = 300: this assumption results in relatively large κG and
κB (8.93 and 8.94, respectively). In Section 4 we verify if results are
robust using κG = κB = 1, which result in a higher η.

We also need to calibrate the parameters capturing the relative
weight of green and brown bond utility, νG and νB. We set these
parameters such that the annualized brown and green rates are 15
points, respectively, higher and lower than the real policy rate in
the initial steady state. This implies that the annualized greenium
is −30 basis points: this value is at the upper ends of estimates in

7The estimated median of the distribution parameter ζ′ is 0.003274 in Table 2
of Chen, Cúrdia, and Ferrero (2012); this parameter gives the inverse of the sen-
sitivity of long-term bonds to the spread between long- and short-term rates
(Equation (D23) in Chen, Cúrdia, and Ferrero 2012’s appendix).
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the literature (see, for instance, Kapraun and Scheins 2019), but in
line with De Santis et al. 2018.8 Other papers find a much smaller
greenium (Liberati and Marinelli 2021). We choose this relatively
high value to be conservative: a lower spread would imply a smaller
importance of bond utility functions, making Green QE less effec-
tive and strengthening our results, i.e., Green QE is a weak tool to
address climate change, as it has little impact on pollution.9

We set the initial central bank’s reserves-to-GDP ratio to 40
percent, in order to target the ECB liability/GDP ratio in 2019. We
assume that in the initial steady state, the central bank does not
hold corporate bonds.

2.10 Model Validity

We have made some changes to the standard DSGE framework, and
it makes sense to verify that our model can replicate key moments in
the data and yield reasonable impulse response functions to typical
shocks.

First, we show that the model does a good job in matching stan-
dard deviations and correlations of key euro area variables. To do
that, we solve the model using a first-order approximation and we
feed it with a very long random sequence of TFP shocks. As a bench-
mark, we use the HP cycle of GDP, consumption, investment, and
inflation, along the horizon 1999:Q1–2019:Q4 (source: Eurostat). We
calibrate the standard deviation of TFP shocks to 1.7 percent, in
order to match the standard deviation of euro area GDP, and the
habit parameter ς to avoid a too high volatility of consumption
and investment relatively to output: we use ς = 0.8, a reasonable
value.10 Using only TFP shocks, the model is able to match key
moments reasonably well (Table 2): consumption and inflation are
less volatile than output, while investment is more volatile; consump-
tion and investment are strongly correlated with output; output and

8In De Santis et al. (2018), the difference between the CSPP-eligible green
industrial spread and the non-green counterpart is around –30 basis points,
pre-CSPP announcement.

9This calibration implies νG = 15.16 and νB = 3.07e − 14. The latter value
is extremely low in order to offset an otherwise huge marginal disutilty of brown
bonds νBbκB

HB , given κB = 8.92.
10The NAWM-II does not have internal habits (only external habits). In the

DSGE model of Gertler and Karadi (2011), ς = 0.815.
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Table 2. Data vs. Model

ỹt c̃t ĩt π̃t

Standard Deviation Data 1.19 0.66 2.85 0.28
(in %) Model 1.19 1.05 2.86 0.48

Standard Deviation Data 1 0.55 2.39 0.23
Relative to y Model 1 0.88 2.40 0.40

Correlation with Data 1 0.83 0.84 0.43
Output Model 1 0.99 0.99 0.14

Autocorrelation Data 0.90 0.90 0.68 0.22
Model 0.94 0.93 0.95 0.49

Note: The data refer to the HP filter of deseasonalized GDP, consumption, invest-
ment, and CPI inflation in the euro area, with a smoothing parameter of 1600, along
the horizon 1999:Q1–2019:Q4. The model refers to a first-order approximation of the
equations, hit by TFP shocks.
Source: Eurostat.

consumption are strongly autocorrelated. By adding other shocks to
the model, we could improve the fit: for instance, by adding demand-
like shocks one could increase the correlation between inflation and
output. However, our aim is not to provide a precise description of
business cycle fluctuations in the euro area throughout the last two
decades (for that goal we would need a detailed financial sector,
sovereign risk, etc.), but only to show that the model yields fairly
standard predictions.

Second, we show that the impulse response functions to typical
shocks, such as TFP and monetary shocks, are in line with the lit-
erature. After a 1 percent increase in TFP, the economic activity
expands, given the higher productivity of labor and capital (Figure
A.1 in the appendix): consumption and investment rise. Inflation
falls on impact, as TFP boosts supply, but then recovers quickly
(generating a positive yet small correlation with output). Given the
increased supply of the brown input, emissions rise, and so does
pollution, even if much more slowly. The impulse responses are in
line with the New Keynesian literature, both the standard one (Gaĺı
2015, Coenen et al. 2018) and the environmental one (Annicchiarico
and Di Dio 2015).

A 25 basis points rise in the interest rate drives an increase in
aggregate demand, through the standard intertemporal substitution
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channel (Figure A.2): consumption and investment demand increase,
prices go up, and green and brown production rise, the latter gener-
ating higher emissions and pollution.

3. Analysis

In this section, we solve the model in perfect foresight: we start
from a steady state where agents do not expect any shift in the
environmental policies, then the whole set of policies is announced,
and households can perfectly foresee the path of fiscal and monetary
policies until the new steady state is reached. First, we simulate the
transition from the initial steady state to an economy with zero emis-
sions. Second, we study the effects of an increase in green bonds held
by the central bank, throughout the transition. Third, we simulate
different sizes of Green QE. Fourth, we analyze a green credit eas-
ing, i.e., an increase in green bonds held by the central bank financed
with an equal sale of brown bonds.

3.1 The Transition to a Green Economy

We assume that period 0 corresponds to 2019:Q4, when the gov-
ernment introduces an emission tax that increases linearly for 120
quarters, such that from 2050 on all emissions are abated; in order
to fully abate emissions, the carbon price is around 65 euros per
ton of CO2. In modeling the transition, we are assuming that the
available technologies do not change.11 In Figure 1 we plot the tran-
sition to the new steady state with zero emissions: the variables are
in percentage deviations with respect to the value they would have
had with no increase in the emission tax, unless otherwise stated.12

11While this assumption is fairly standard in the environmental DSGE lit-
erature (Diluiso et al. 2021, Carattini, Heutel, and Melkadze 2021, Bartocci,
Notarpietro, and Pisani 2022), it is also likely that the transition to a green
economy would spur big transformations in the production technologies, driven
by both the public and the private sector. For instance, these transformations
may reduce the weight of the brown sector, abatement costs, and the elasticity
of production with respect to emissions. For simplicity we abstract from these
channels, but we acknowledge that these issues deserve further research.

12Given that TFP grows over time at a constant rate, consumption is much
higher in 2050 with respect to 2020: the 10 percent fall in the new steady state
is relative to the scenario with no environmental policy.
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Figure 1. The Transition to a Green Economy

Note: Transition to a zero-emission economy, driven by an emission tax. Most
variables are plotted in percentage deviations from the path they would have
followed with no environmental policy; inflation, interest rate, and spread are
in level deviations reported at annual rates; carbon price is expressed in level
deviations. The path for the emission tax is announced in period 0.
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Pollution follows a slow law of motion and after one century has
still not reached the new steady state; we are assuming that emis-
sions in the rest of the world are not abated, so in the new steady
state the reduction in global pollution is far from 100 percent.13 The
consumption fall depends on the higher abatement costs, which are
around 5 percent of steady-state GDP in the case of full abatement.
We highlight that the final reduction in consumption would be the
same even under different speeds of the transition. However, in our
model we are not factoring in the TFP costs of pollution, so we are
somewhat over-estimating the consumption decrease.

The shift of resources toward abatement costs and the higher pro-
duction costs drive a fall in investment too, which in turn reduces the
stock of capital. The output fall is smaller than the consumption and
investment decrease, given that we are including abatement costs in
the definition of output: to accomplish that, in the new steady state
households work more. The tax shifts resources from the brown to
the green sector, which experiences a large expansion.

We find that the transition to a green economy is deflationary,
despite the increases in the marginal costs of brown firms associated
with the tax: inflation falls on impact, and then gradually comes back
to the initial steady state. This result relies on the permanent nature
of the tax, which increases over time. On the one hand, the increase
in current emission tax raises firms’ marginal costs, putting upward
pressures on prices via the Phillips curve; on the other hand, the
expected further increase in future taxes reduces expected income,
lowering aggregate demand via the Euler equation, putting down-
ward pressures on prices; in a companion paper (Ferrari and Nispi
Landi 2022), we show analytically that the second effect always pre-
vails, assuming rational expectations or perfect foresight. The fall
in inflation induces the central bank to reduce the policy rate along
the transition.14

13If we assume that the rest of the world reduces emissions too, pollution would
slowly go to zero. The other variables would not be affected.

14Some variables display a small blip around quarter 120: this is the period
when the tax stops increasing, and the economy starts adjusting to the final
steady state. Assuming that the carbon tax is non-linear, i.e., grows more in
the initial periods, would remove these blips: this simulation is available upon
request.
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3.2 Green QE along the Transition

We assume that Green QE consists of a very large increase in the
stock of reserves (a 50 percent rise), which finances the purchase of
green bonds only.

We simulate three different types of green purchases (Figure 2).
In the blue solid line we consider a gradual permanent increase in
the stock of green bonds until 2050 (GQE1). In the red dotted line,
we consider a one-shot permanent increase (GQE2). In the black
dashed line, we simulate a transitory increase, which gradually dies
out over time until 2050, when the amount of green bonds comes
back to the initial level (GQE3). During the transition, the central
bank keeps using the Taylor rule for the nominal interest rate.

In all scenarios, when the central bank buys green bonds, house-
holds do not sell enough of them as a result of the incurred utility
loss. This excess demand for green bonds pushes the green yield
down, inducing green firms to issue bonds to finance more capi-
tal: green output rises.15 The higher supply of green output reduces
its price, thus intermediate-good firms replace brown output with
green output, given an elasticity of substitution ξ greater than one:
the more the green rate falls, the stronger this effect, and Green
QE is more effective. The fall in brown production reduces emis-
sions and pollution. Brown firms issue fewer bonds, which implies
a decrease in the brown rate: if the brown rate fall is large, the
reduction in brown production is mitigated and Green QE is less
effective.16

Given that the response of the green and the brown interest
rate is crucial for the effectiveness of Green QE, it is instructive to
look at the bond inverse demands by households in Figure 3; the
red interval includes only values reached during the simulation of
GQE1 and GQE2, while the blue line includes more values just for

15Absent the green preferences, households would sell the exact amount of
green bonds purchased by the central bank, the green interest rate would not
move, and green firms would not have any incentive to issue more bonds.

16In fact, the economic mechanism of Green QE is very similar to that of a sub-
sidy to green capital: such a subsidy would reduce the cost of green capital, boost
the demand of green output, and lower the demand of brown output, decreasing
emissions. The main difference is that subsidies are under the control of fiscal
policy, while QE policies are under the control of the central bank.
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Figure 2. The Impact of Green QE

Note: Most variables are plotted as the percentage deviation from the initial
steady state in the scenario with tax and Green QE minus the percentage devi-
ation from the initial steady state in the scenario with only the tax, shown in
Figure 1; inflation, interest rate, and spread are in level deviations reported at
annual rates; carbon price is expressed in level deviations; green bonds are in
level deviations divided by annual steady-state GDP. Blue solid line: Green QE
is gradual and permanent. Red dotted line: Green QE immediately jumps to the
new steady state in period 1. Black dashed line: Green QE is transitory. In all
scenarios, Green QE is announced in period 0.
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Figure 3. Bond Inverse Demands

Note: Bond inverse demands by households in percentage of initial annual GDP.
Rates are annualized. The red line includes the interval of values that green and
brown bonds held by households reach during the baseline GQE1 and GQE2.

graphical purposes. We have derived the inverse demand functions
using Equations (3) and (4):17

rG
t+1 =

θ

β

[
1 − νG

λ̃

(
b̃G
Ht

)−κG
]

(42)

17We are keeping the marginal utility of consumption λ constant at the ini-
tial steady state, ignoring the expectation operator given the perfect foresight
assumption, and dividing by the labor-augmenting productivity zt.
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rB
t+1 =

θ

β

[
1 +

νB

λ̃

(
b̃B
Ht

)κB
]

. (43)

Our assumptions about preferences have three main implications:
(i) the green bond inverse demand is increasing and concave; (ii) the
brown bond inverse demand is increasing and convex; (iii) in the ini-
tial steady state (the right bound of the red line) the green and the
brown inverse demand have same slope (i.e., 1

η , see Equation (7)).
When the central bank carries out Green QE, households reduce
their green bond holding only if the green interest rate falls: the
concavity of the green bond inverse demand magnifies the reduc-
tion in the green interest rate. On top of that, the convexity of
the brown bond inverse demand ensures that the brown rate is
almost constant in the red region: the lower demand of brown output
resulting from Green QE does not lead to a large reduction in the
brown rate. Therefore our assumptions on preferences indeed favor
the effectiveness of Green QE.

The timing of the purchases turns out to be crucial. Given that
in the long run emissions go to zero anyway as a result of the tax, it
is more useful to reduce emissions in the short/medium run. The tax
induces firms to spend in abatement, which in turn implies a lower
reduction in emissions for any decrease in brown output (Equation
(19)). This explains the greater effectiveness of earlier permanent
and transitory purchases (GQE2 and GQE3), with respect to per-
manent gradual purchases (GQE1). Remarkably, the transitory pur-
chase has an effect comparable to the permanent one-shot purchase,
and it does not break the market-neutrality principle in the long run.

Green QE also affects aggregate variables. In the short run, the
expansion in the green sector is larger than the contraction in the
brown sector, and output rises. Consumption initially falls, to finance
higher investment in green capital, and then it increases. The rise in
aggregate capital drives a positive response in labor, which is more
productive. Under GQE2 and GQE3 the rise in aggregate demand
boosts the inflation rate, which triggers a contractionary response of
the central bank. As these impulse responses are in deviations com-
pared with the scenario in Figure 1, this means that under Green
QE the nominal interest rate and inflation fall by less compared with
a scenario with carbon tax only. The dynamics are much slower for
GQE1, which is more gradual relative to the other two scenarios.
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In the long run, GQE3 is transitory and its effects die out; under
GQE1 and GQE2, the economy reaches a new steady state with a
higher level of economic activity, which is driven by a permanently
lower interest rate in the green sector. From a quantitative point of
view, the effects of Green QE on global and EA pollution are never
larger than 0.012 percent and 0.2 percent, respectively, compared
with the initial level. These small effects are in line with the results
of Ferrari and Nispi Landi (2021) and hold even in a model where
Green QE has a long-run impact, under favorable assumptions for
the effectiveness of Green QE.

3.3 The Size of Purchases

The size of the policy is arbitrary, but this is an instrument that
has not been used yet and we do not have a benchmark size of the
purchase. Thus, we also study larger and smaller reserve increases,
to find out whether the effects of Green QE are linear in the size
of purchases: we consider GQE3 and simulate different sizes of the
initial increase in reserves (Figure 4). We show that the effects of
Green QE are convex in the size of Green QE: for instance, the
reduction in pollution when the stock of reserves increases by 75
percent (Figure 4, black dashed line) is more than double compared
with the reduction after a 50 percent increase (Figure 4, blue solid
line). This non-linearity hinges on the shape of the bond demand in
Figure 3. When the purchases are larger, the green bond demand
by households becomes steeper (i.e., this is a movement along the
demand curve to the left): households sell green bonds only if the
rate fall is relatively large.

3.4 Credit Easing

Another option for the central bank is to finance the purchase of
green bonds with an equal sale of brown bonds, such that the
size of the balance sheets does not change (i.e., a credit easing).
This policy may have two main advantages: (i) it does not increase
reserves; (ii) it may reduce brown production directly by increasing
the brown rate, as a result of a rightward movement along the house-
hold’s brown bond demand (Figure 3, lower panel). Moreover, this
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Figure 4. Different Green QE Sizes

Note: Most variables are plotted as the percentage deviation from the initial
steady state in the scenario with tax and Green QE minus the percentage devi-
ation from the initial steady state in the scenario with only the tax, shown in
Figure 1; inflation, interest rate, and spread are in level deviations reported at
annual rates; carbon price is expressed in level deviations; green bonds are in level
deviations divided by annual steady-state GDP. Blue solid line: reserves increase
by 50 percent. Red dotted line: reserves increase by 25 percent. Black dashed
line: reserves increase by 75 percent. In all scenarios, Green QE is announced in
period 0.
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policy can address the critique of Papoutsi, Piazzesi, and Schnei-
der (2021), which argues that the euro area CSPP is heavily tilted
towards brown firms, beyond the share of these firms in euro area
GDP.18

In the baseline calibration, for the sake of simplicity we have
assumed that the central bank does not hold corporate bonds. We
now assume that the central bank holds corporate bonds for 1.5 per-
cent of euro area GDP, as the ECB did at the end of 2019. We also
assume that the central bank is market neutral and in the initial
steady state:

bB
C

bG
C + bB

C

=
kB

kG + kB
= 0.8. (44)

In Figure 5, we simulate a permanent credit easing in the initial
period such that all brown bonds are sold forever and replaced by
green bonds. The credit easing is much less effective: by selling all
the brown bonds, without increasing reserves, the central bank can
purchase green bonds only by 1.2 percent of the initial GDP: this
implies a very mild reduction in emissions.19 In GQE2, we have
assumed that the central bank increases reserves by 50 percent (from
40 percent to 60 percent of GDP), which implies purchases of green
bonds by 20 percent of GDP.20

4. Additional Exercises

In this section we carry out four additional exercises. First, we com-
pare a permanent Green QE with a permanent market-neutral QE.
Second, we simulate a Green QE without the presence of the car-
bon tax. Third, we modify the weight of the brown good and the
elasticity of substitution between the green and the brown good in

18This occurs because brown firms are typically larger bond issuers than green
firms; by following a market-neutrality principle, the ECB buys brown bonds
beyond the share of these firms in euro area GDP.

19The emission reduction remains negligible even if we assume that in the initial
steady state the central bank holds only brown bonds.

20These results are in line with the temporary credit easing simulated in Ferrari
and Nispi Landi (2021), under the assumption of an intermediate value for the
bank’s adjustment costs. In particular, aggregate variables are barely affected by
this policy.
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Figure 5. Credit Easing

Note: Most variables are plotted as the percentage deviation from the initial
steady state in the scenario with tax and Green QE minus the percentage devi-
ation from the initial steady state in the scenario with only the tax, shown in
Figure 1; inflation, interest rate, and spread are in level deviations reported at
annual rates; carbon price is expressed in level deviations; green and brown bonds
are in level deviations divided by annual steady-state GDP. Blue solid line: credit
easing, announced in period 0.
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the final-good bundle. Fourth, we change the parameter of the bond
utility functions. The figures of this section are in the appendix.

4.1 A Market-Neutral QE

It seems instructive to compare our baseline Green QE with a
permanent market-neutral QE (Figure A.3). The blue solid line is
the benchmark GQE2; the red dotted line simulates an increase in
reserves that finance higher green and brown bonds, following the
capital shares of the two sectors in the economy.

We highlight two main findings. First, a market-neutral QE raises
emissions, given its positive effect both on green and brown output,
in line with Ferrari and Nispi Landi (2021). Papoutsi, Piazzesi, and
Schneider (2021) also show that the ECB market-neutral QE is more
biased toward brown firms, which are larger bond issuers than green
firms. For simplicity, in our model all firms issue bonds: a market-
neutral QE implies that the portfolio of the central bank replicates
the capital/GDP shares of the two sectors. Nevertheless, the QE
expansionary effects raise emissions.

Second, in our model a market-neutral QE is less effective than
a Green QE. The reason is the slope of the household’s bond
demand functions (Figure 3). Compared with a Green QE, a market-
neutral QE implies the purchase of more brown bonds and fewer
green bonds: given the concavity of the green and the convexity of
the brown demand function, a market-neutral QE implies a much
smaller reduction in the brown rate, compared with the fall in the
green rate obtained under a Green QE. For the same logic, a pure
“Brown QE” would be much less effective than a Green QE. How-
ever, we warn that strong caveats apply for this result. Our model
is mainly designed to give Green QE the chance to work, hence we
have made relatively favorable assumptions for its effectiveness in
reducing the green-brown spread and thus emissions. The model,
however, lacks other features that could make a market-neutral QE
more effective, such as financial market segmentation (as in Chen,
Cúrdia, and Ferrero 2012 and Burlon et al. 2018), or banking fric-
tions (as in Gertler and Karadi 2011, 2013); these features would
make a temporary market-neutral QE more effective in the short
term, by reducing both green and brown rates, but they would not
cause reduction in the green-brown spread.



Vol. 19 No. 5 Toward a Green Economy 319

4.2 Can Green QE Lead the Transition?

The marginal effect of Green QE on top of a carbon tax is small on
emissions and pollution. The carbon tax is effective in driving the
euro area to a zero-emission economy and Green QE can provide only
a small additional contribution. Can Green QE alone lead the transi-
tion, without the introduction of carbon tax? We simulate the effects
of a one-shot permanent increase in Green QE (GQE2), keeping the
carbon tax to 0 (Figure A.4, red dotted line). We compare this exer-
cise with the blue solid line in Figure 2 (also reported in Figure A.4),
which shows the marginal contribution of Green QE on top of the
carbon tax. The effectiveness of Green QE in reducing emissions is
decreasing in the level of the carbon tax: as already observed in the
previous section, the tax induces firms to spend in abatement, which
in turn partially reduces the link between emissions and brown out-
put (Equation (19)). Green QE can reduce emissions only by its
impact on brown interest rates, and thus on brown production: if
the link between brown production and emissions is stronger (for
instance, when τ = μ = 0), Green QE gets more effective. A larger
reduction in emissions also drives a larger, but still small, decrease
in the stock of euro area and global pollution.

4.3 Brown Sector’s Size and Elasticity of Substitution

In the baseline scenario, we interpret the green and the brown good
as different sources of energy, in line with Carattini, Heutel, and
Melkadze (2021) and Giovanardi et al. (2021). In this section, we
interpret the green as the service sector and the brown as the man-
ufacturing sector. As shown by Papoutsi, Piazzesi, and Schneider
(2021), in the euro area emissions are generated mostly by the sec-
ondary sector, whose capital income accounts approximately for
35 percent of total capital income in the euro area: we calibrate
ζ = 0.35. The elasticity of substitution between services and man-
ufacturing goods is relatively low: we follow Gomes, Jacquinot,
and Pisani (2012), a DSGE model of the euro area, and calibrate
this elasticity of substitution to 0.5.21 Under the new calibration

21In changing ζ and ξ, we also modify the parameters that are set to match
some steady-state targets.
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(Figure A.5, red dotted line) Green QE increases emissions. This
policy drives a reduction in the green rate that boosts the green
sector. As the green and the brown goods are complements, the
demand for the brown good rises, brown firms increase production,
and emissions rise.

4.4 Greenium and Bond Elasticities

In the baseline calibration, we have set a steady-state greenium in
the upper end of estimates found in the literature; moreover, we have
calibrated the curvature of the bond utility functions to relatively
high values, in order to give a change to Green QE to be powerful. In
this section, we calibrate these parameters to lower values. Specif-
ically, we set the annualized greenium to 5 basis points (as found
in Liberati and Marinelli 2021),22 and we calibrate κG = κB = 1,
which means a log green bond utility and a quadratic brown bond
disutility, which are values more in line with the literature.23 We
simulate the three types of Green QE (Figure A.6): not surprisingly,
we find that Green QE has much smaller effects, given its limited
ability to affect the green and brown interest rates. In particular,
the effect on emission is two orders of magnitude smaller, compared
with the baseline scenario.

5. Discussion and Concluding Remarks

The main goal of this paper is to analyze whether green asset pur-
chases by the central bank can contribute to reduce CO2 emissions,
when the government gradually introduces a carbon tax, and to
understand how this measures can be tailored in order to maxi-
mize their effectiveness. Our simulations show that a Green QE is
able to curb emissions by shifting demand from the brown to the
green sector. However, we also show that the effect on the stock of
euro area and global pollution (i.e., the net cumulative sum of emis-
sions) is small. These results are obtained in a model with generous
assumptions in favor of the effectiveness of Green QE: a concave
inverse demand of green bonds by households, a large size of green

22Specifically, we set 4
(
rB − rr

)
= 0.00025 = −4

(
rG − rr

)
.

23This calibration implies νG = 1.5976e-04 and νB = 3.7268e-06.
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asset purchases, and an elasticity of substitution between green and
brown goods higher than unity.

Our results complement the findings in Ferrari and Nispi Landi
(2021), Papoutsi, Piazzesi, and Schneider (2021), and Abiry et al.
(2022). In the theoretical section, Papoutsi, Piazzesi, and Schneider
(2021) show how tilting the portfolio of the central bank toward
green assets can increase the yield on brown assets, thus reducing
emissions: however, they do not provide a quantitative evaluation of
this effect; they also show that this policy is desirable if a carbon tax
is absent. Ferrari and Nispi Landi (2021) find that various forms of
temporary Green QE along the business cycle have a limited effect
on pollution. Abiry et al. (2022) show that tilting the portfolio of all
the central banks in the world toward green assets (without changing
the size of the balance sheets) yields small effects when this policy is
combined with a global carbon tax; absent a carbon tax, the effects
are larger. Remarkably, Abiry et al. (2022) use different assumptions
than those made in the current paper. We focus instead on a central
bank’s purchase of green bonds financed with an increase in reserves,
on top of a carbon tax, finding small effects on cumulative emissions.
Without a carbon tax, we also find that Green QE becomes slightly
more effective, as the carbon tax weakens the link between brown
production and emissions. Taken together, these findings suggest
that Green QE has only limited environmental benefits, thus it is
a weak tool to address the climate challenge; Green QE becomes
more useful should the government fail or delay the introduction of
an appropriate carbon tax.

While our results point out the limited effectiveness of Green
QE, they do not suggest that this policy is necessarily in contrast
with the primary objective of the central bank and therefore it could
be considered suitable to fulfill secondary objectives if within their
mandate.24 On the one hand, the gradual introduction of a per-
manent carbon tax reduces both production, as brown firms face
higher costs, and prices, as households cut demand expecting a lower
future income. On the other hand, Green QE stimulates production

24Among major central banks, the Bank of England was the first one to tilt its
monetary policy portfolio toward greener assets under its secondary objective,
i.e., support the economic policy of the government. The ECB is now considering
to adopt the same policy.
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and prices, partially offsetting the economic impact of the tax. This
coincidence crucially hinges on the deflationary effects of the car-
bon tax: as shown in Ferrari and Nispi Landi (2022), a carbon tax
that increases over time is deflationary if households are rational
and have perfect foresight.

Should a central bank decide to implement Green QE, our find-
ings also have some relevant implications for the design of the pol-
icy. First, we find that Green QE is more effective on climate in
the short run, while its effectiveness decreases over time as the car-
bon tax kicks in. As there can be costs associated with the devia-
tions from the market-neutrality principle, it is better to act more
aggressively immediately and then progressively reach the market
neutrality, as opposed to a gradual implementation of the measure.
Second, we find that a crucial parameter to determine the effec-
tiveness of the policy is the elasticity of substitution between the
brown and the green good: in purchasing green bonds, central banks
should determine what is green and what is brown in order to max-
imize this elasticity of substitution. This implies that the so-called
best-in-class approach seems to be more appropriate than the “best-
in-universe” approach: instead of discriminating between sectors
(best-in-universe approach), the policy should aim to discriminate
between firms that produce substitute goods within the same sector,
favoring those with the cleanest technology (best-in-class approach).

We have derived our findings using a baseline medium-scale New
Keynesian model, augmented with features typical in the environ-
mental literature (a brown sector, an emission function, a law of
motion for pollution, abatement costs) and bond in the utility func-
tion to break the neutrality of the central bank’s purchases. Our
calibration is fairly standard and the model yields reasonable sec-
ond moments and impulse responses. However, we could have missed
potentially relevant channels and some caveats are in order. First, in
our model pollution does not affect TFP, hence we are ignoring feed-
back effects from the environment to the economic activity: in our
model, the negative effects of climate change are underestimated.
Second, the model could be enriched with a research and develop-
ment (R&D) sector, which can produce innovative green technolo-
gies that do not pollute or that reduce abatement spending, other
things equal: Green QE can be targeted to bonds that finance the
R&D sector, potentially stimulating a permanent expansion in green
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output. Third, we are not considering that Green QE may have a
catalytic effect, spurring investment in the green sector by private
agents. Fourth, the transition to a green economy could induce big
transformations in the production technologies, and Green QE may
accelerate these transformations. We leave these issues to feature
research.

Appendix

A.1 Model Equations

In this section, we list the full set of the model equations. We have
detrended the non-stationary variables, by dividing them by the
labor-augmenting productivity zt, which grows at gross rate θ: these
variables are denoted with a tilde. Within the trending variables, the
only exception is λt, which grows at rate 1

zt
. There are 29 equations

for the following 29 endogenous variables:

Xend
t ≡

[
c̃t, ı̃t, ỹt, k̃t, ht, w̃t, qt, p

I
t , πt, rt, r

B
t , rG

t , b̃G
Ht, b̃

B
Ht,

b̃G
Ct, μt, p

G
t , pB

t , k̃G
t , k̃B

t , hG
t , hB

t , rG
kt, r

B
kt, ẽt, x̃t, ỹ

G
t , ỹB

t , λ̃t

]
.

There are two exogenous variables:

Xexo
t ≡ [τt, r̃et] .

The 29 equations are the following. Labor supply condition:

hϕ
t = w̃tλ̃t. (A.1)

Euler equation for public bonds:

1 = βEt

(
λ̃t+1

λ̃tθ

rt

πt+1

)
. (A.2)
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Euler equation for green and brown bonds:

1 = βEt

[
λ̃t+1

λ̃tθ
rG
t+1

]
+

νG

λ̃t

(
b̃G
Ht

)−κG

(A.3)

1 = βEt

[
λ̃t+1

λ̃tθ
rB
t+1

]
− νB

λ̃t

(
b̃B
Ht

)κB

. (A.4)

Production function of intermediate firms:

ỹt =
[
(1 − ζ)

1
ξ
(
ỹG

t

) ξ−1
ξ + ζ

1
ξ
(
ỹB

t

) ξ−1
ξ

] ξ
ξ−1

. (A.5)

Demand of green and brown output:

ỹG
t = (1 − ζ)

(
pG

t

pI
t

)−ξ

ỹt (A.6)

ỹB
t = ζ

(
pB

t

pI
t

)−ξ

ỹt. (A.7)

Phillips curve:

πt (πt − π) = βEt

[
λ̃t+1

λ̃t

ỹt+1

ỹt
πt+1 (πt+1 − π)

]
+

ε

κP

(
pI

t − ε − 1
ε

)
.

(A.8)

Green and brown production functions:

ỹG
t =

(
k̃G

t−1

θ

)α (
hG

t

)1−α
(A.9)

ỹB
t =

(
k̃B

t−1

θ

)α (
hB

t

)1−α
. (A.10)

Green and brown labor demands:

w̃th
G
t = (1 − α) pG

t ỹG
t (A.11)

w̃th
B
t = (1 − α)

[
pB

t − τt (1 − μt) νE − νM

1 + χ
μ1+χ

t

]
ỹB

t . (A.12)
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Green and brown capital demand:

rG
kt

k̃G
t−1

θ
= αpG

t ỹG
t (A.13)

rB
kt

k̃B
t−1

θ
= α

[
pB

t − τt (1 − μt) νE − νM

1 + χ
μ1+χ

t

]
ỹB

t . (A.14)

Definition of rental rates of capital:

rG
kt = rG

t qt−1 − (1 − δ) qt (A.15)

rB
kt = rB

t qt−1 − (1 − δ) qt. (A.16)

Optimal abatement effort:

μt =
(

νEτt

νM

) 1
χ

. (A.17)

Emission function:

ẽt = (1 − μt) νE ỹB
t . (A.18)

Law of motion of pollution:

x̃t = (1 − δx)
x̃t−1

θ
+ ẽt + ẽrow. (A.19)

Tobin Q evolution:

1 = qt

[
1 − κI

2

(
ı̃t

ı̃t−1
θ − θ

)2

− κI
ı̃t

ı̃t−1
θ

(
ı̃t

ı̃t−1
θ − θ

)]

+ βEt

[
λ̃t+1

λ̃tθ
qt+1

(
ı̃t+1

ı̃t
θ

)2

κI

(
ı̃t+1

ı̃t
θ − θ

)]
. (A.20)

Law of motion of capital:

k̃t = (1 − δ)
k̃t−1

θ
+

[
1 − κI

2

(
ı̃t

ı̃t−1
θ − θ

)2
]

ı̃t. (A.21)
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Resource constraint:

ỹt = c̃t + ı̃t + g̃ + ỹB
t

νM

1 + χ
μ1+χ

t +
κP

2
(πt − π)2 ỹt. (A.22)

Market clearing for labor and capital:

ht = hB
t + hG

t (A.23)

k̃t = k̃B
t + k̃G

t . (A.24)

Market clearing for green and brown bonds:

qtk̃
G
t = b̃G

Ht + b̃G
Ct (A.25)

qtk̃
B
t = b̃B

Ht + b̃B
C . (A.26)

Taylor rule:

rt

r
=

(rt−1

r

)ρr
(πt

π

)φπ(1−ρr)
. (A.27)

Balance sheets of the central bank:

b̃G
Ct + b̃B

C + d̃C = ˜ret. (A.28)

Marginal utility of consumption:

λ̃t =
θ

θc̃t − ςc̃t−1
− βςEt

(
1

θc̃t+1 − ςc̃t

)
. (A.29)

We also define the price of carbon and the EA pollution as follows:

pC
t =

s1s2

s3
τt (A.30)

x̃ea
t = (1 − δx)

x̃ea
t−1

θ
+ ẽt. (A.31)

A.2. Initial Steady State

We compute the initial steady state using the following strategy. We
simplify the model in a system of three equations and three vari-
ables (y, pB, e). We set γG ≡ rG − rr and γB ≡ rB − rr ex ante and
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compute νG and νB ex post. We calibrate ex ante the real interest
rate rr = r

π and compute β ex post. We set I ≡ i
y and G ≡ g

y ex
ante and compute α and g̃ ex post. We set pC = 65 when τ = 1,
computing νE ex post. We set ex ante η ≡ rB

κB(rr−rB) = rG

κG(rG−rr) .

We set RoW ≡ ẽrow

ẽ and compute ẽrow ex post. In the initial steady
state, τ = 0, which implies μ = 0.

Using the Euler equation for bonds,

β =
θ

rr
.

Using the Phillips curve and the Euler equations, we get:

π = π̄

r =
π̄θ

β

rG = rr + γG

rB = rr + γB

rB
k = rB − (1 − δ)

rG
k = rG − (1 − δ)

q = 1

pI =
ε − 1

ε
.

Use the definition of pI to find pG:

(
pI

)1−ξ
=

[
(1 − ζ)

(
pG

)1−ξ
+ ζ

(
pB

)1−ξ
]

(
pG

)1−ξ
=

1
1 − ζ

[(
pI

)1−ξ − ζ
(
pB

)1−ξ
]

pG =
{

1
1 − ζ

[(
pI

)1−ξ − ζ
(
pB

)1−ξ
]} 1

1−ξ

.
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Use the input demands to find ỹB and ỹG:

ỹB = ζ

(
pB

pI

)−ξ

ỹ

ỹG = (1 − ζ)
(

pG

pI

)−ξ

ỹ.

Given ỹ, we find s1:

s1 =
yE

ỹ
.

Find ẽrow using RoW :

ẽrow = RoW · ẽ.

Given ẽ, we find x̃ using the law of motion of atmospheric carbon:

x̃ =
ẽ + erow

1 − 1−δx

θ

.

Given x̃, we can find s2:

s2 =
xGtC

x̃
.

When μ = 1, τfull = νM

νE
; hence, under full abatement it holds:

pCfull =
s1s2

s3
τfull

pCfull =
s1s2

s3

νM

νE

νE =
s1s2

s3

νM

pCfull

and we get νE . Given the investment ratio, we find ı̃ and k̃:

ı̃ = Iỹ

k̃ =
ı̃(

1 − 1−δ
θ

) .
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By the capital demands we know that:

k̃G = αθ
pGỹG

rG
k

k̃B = αθ
ỹB

rB
k

[
pB − τ (1 − μt) νE − νM

1 + χ
μ1+χ

]
.

Sum the capital demands:

k̃ = αθ

{
pGỹG

rG
k

+
ỹB

rB
k

[
pB − τ (1 − μ) νE − νM

1 + χ
μ1+χ

]}
,

and find α:

α =
k̃

θ
{

pGỹG

rG
k

+ ỹB

rB
k

[
pB − τ (1 − μt) νE − νM

1+χμ1+χ
]} ,

and then use the capital demands to find k̃G and k̃B. Use the pro-
duction function to find hB and hB:

hB =

⎡
⎣ ỹB

a
(

k̃B

θ

)α

⎤
⎦

1
1−α

hG =

⎡
⎣ ỹG

a
(

k̃G

θ

)α

⎤
⎦

1
1−α

.

Bonds held by households:

b̃G
H = k̃G − b̃G

C

b̃B
H = k̃B − b̃B

C ,

given that in the initial steady state we know b̃G
C = b̃B

C (they are
both 0). Using the labor demand in the green sector we can find w:

w =
(1 − α) p̃GỹG

hG
.
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Given the public spending ratio, we find g̃:

g̃ = Gỹ.

We find consumption by the resource constraint:

c̃ = ỹ − ı̃ − g̃ − ỹB νM

1 + χ
μ1+χ.

Aggregate labor is given by:

h = hB + hG.

Using the definition of η, we find κG and κB:

κB =
rB

η (rr − rB)

κG =
rG

η (rG − rr)
.

Marginal utility of consumption:

λ̃ =
θ − βς

c̃ (θ − ς)
.

Using the bond Euler equations, we find the utility parameters:

1 =
β

θ
rG +

νG

λ̃

(
b̃G
H

)−κG

νG = λ̃

(
1 − β

θ rG
)

(
b̃G
H

)−κG

1 =
β

θ
rB − νB

λ̃

(
b̃B
H

)κB

νB = λ̃
β
θ rB − 1(
b̃B
H

)κB
.
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We are left with three equations in three unknowns:

w̃hB = (1 − α)
[
pB − τ (1 − μ) νE − νM

1 + χ
μ1+χ

]
ỹB

λ̃w̃ = hϕ

ẽ = (1 − μ) νE ỹB.

A.3. Final Steady State

In the final steady state, we set μ = 1, which implies ẽ = 0. Com-
pared with the procedure for the initial steady state, we let r̃G,
and r̃B to be determined ex post. We simplify the model to a sys-
tem of four equations and four variables:

{
y, pB, rG, rB

}
. Following

the same steps to compute the initial steady state, we end up with
the following system of equations:

w̃hB = (1 − α)
[
pB − τ (1 − μ) νE − νM

1 + χ
μ1+χ

]
ỹB

λ̃w̃ = hϕ

1 =
β

θ
rG +

νG

λ̃

(
b̃G
H

)−κG

1 =
β

θ
rB − νB

λ̃

(
b̃B
H

)κB

.
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A.4. Additional Figures

Figure A.1. Impulse Response Function (IRF)
to a Positive TFP Shock

Note: Variables are plotted as percentage deviations from the steady state,
except inflation, which is plotted in annualized level deviations.
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Figure A.2. IRF to an Expansionary Monetary Shock

Note: Variables are plotted as percentage deviations from the steady state,
except inflation, which is plotted in annualized level deviations.
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Figure A.3. GQE vs. QE

Note: Most variables are plotted as the percentage deviation from the initial
steady state in the scenario with tax and Green QE (or market-neutral QE)
minus the percentage deviation from the initial steady state in the scenario with
only the tax, shown in Figure 1; inflation, interest rate, and spread are in level
deviations reported at annual rates; carbon price is expressed in level deviations;
green and brown bonds are in level deviations divided by annual steady-state
GDP. Blue solid line: GQE2 baseline. Red dotted line: market-neutral QE. In all
scenarios, Green QE (or market-neutral QE) announced in period 0.
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Figure A.4. Green QE without Fiscal Policy

Note: In the blue solid line, most variables are plotted as the percentage devia-
tion from the initial steady state in the scenario with tax and Green QE minus
the percentage deviation from the initial steady state in the scenario with only
the tax, shown in Figure 1; inflation, interest rate, and spread are in level devi-
ations reported at annual rates; carbon price is expressed in level deviations;
green bonds are in level deviations divided by annual steady-state GDP. Blue
solid line: both carbon tax and Green QE. In the red dotted line, we repeat the
same exercise in the blue solid line, without the carbon tax.
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Figure A.5. Green QE: Changing ζ and ξ

Note: Most variables are plotted as the percentage deviation from the initial
steady state in the scenario with tax and Green QE minus the percentage devi-
ation from the initial steady state in the scenario with only the tax, shown in
Figure 1; inflation, interest rate, and spread are in level deviations reported at
annual rates; carbon price is expressed in level deviations; green bonds are in
level deviations divided by annual steady-state GDP. Blue solid line: ζ = 0.8,
ξ = 2. Red dotted line: ζ = 0.35, ξ = 0.5.
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Figure A.6. Green QE: Changing
the Bond Utility Function

Note: We set 4 (rB − rr) = 0.00025 = −4 (rG − rr) and κB = κG = 1. Most
variables are plotted as the percentage deviation from the initial steady state in
the scenario with tax and Green QE minus the percentage deviation from the
initial steady state in the scenario with only the tax, shown in Figure 1; inflation,
interest rate, and spread are in level deviations reported at annual rates; carbon
price is expressed in level deviations; green bonds are in level deviations divided
by annual steady-state GDP. Blue solid line: Green QE is gradual and perma-
nent. Red dotted line: Green QE immediately jumps to the new steady state in
period 1. Black dashed line: Green QE is transitory. In all scenarios, Green QE
is announced in period 0.
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We use a unique cross-country data set at the loss
event level to document the evolution and characteristics
of banks’ operational risk. Operational value-at-risk varies
substantially—from 6 percent to 12 percent of total gross
income—depending on the method used, and shows a grow-
ing cyber risk component. It takes, on average, more than a
year for operational losses to be discovered and recognized in
the books. We show that operational losses depend on macro-
economic conditions and the regulatory environment. Periods
of excessively accommodative monetary policy are followed
by larger operational losses. Stronger supervision is associated
with lower operational losses.
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1. Introduction

Operational risk emerged as a distinct risk category in the mid-
1990s, following events such as Nick Leeson’s “rogue” trader case
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operational risk capital requirements, with operational risk defined
as “the risk of losses resulting from inadequate or failed internal
processes, people, systems or from external events” (Basel Commit-
tee on Banking Supervision 2003).1

Measuring and understanding operational risk is critical for both
banks and public authorities. Operational risk currently represents
a significant portion of banks’ risk-weighted assets, second only to
credit risk.2 Regulators, central banks, and international organiza-
tions, in turn, place the understanding and mitigation of operational
risk—and subcomponents such as cyber risk—high in their agendas.
While banks use internal data to determine their regulatory capital,
there is limited work to identify the relationship between opera-
tional risk and the macroeconomic and supervisory environments—
especially in an international context. Accordingly, policy discus-
sions on the topic at the wider macroeconomic level tend to lack
substantial empirical grounding. The prevalence of work-from-home
arrangements in the wake of the COVID-19 pandemic only height-
ens the need to quantify and understand operational and cyber risks
for financial institutions.

In this paper, we contribute to filling this gap by analyzing
a unique cross-country data set of operational losses. We present
stylized facts on the evolution of operational losses since 2002;
compute operational risk capital through different methods; use pro-
portional hazards models to study the lag between occurrence, dis-
covery, and recognition of operational loss events; and link losses to
the macroeconomic and supervisory environment. Finally, we con-
struct a proxy for cyber losses using the event type categorization
of Basel II, document their evolution, and compute an estimate of
“cyber risk capital.”

We use data at the loss event level from ORX, a consortium of
financial institutions. The consortium was founded by banks with
the aim of sharing operational loss risk data in an anonymized fash-
ion in order to benchmark operational risk models. The sample we
use contains over 500,000 operational loss events from 2002 until

1Before Basel II, losses stemming from operational risks were covered by
capital provisions set aside from credit and market risk.

2Up to 40 percent of risk-weighted assets can be attributed to operational risk
in some jurisdictions (Liao, Ma, and Sands 2018).
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end-2016 for a group of 74 large banks across the globe. This makes
our paper the most comprehensive in terms of its time series and,
especially, cross-country coverage.

We document that, after a notable increase post-Great Finan-
cial Crisis (GFC), banks’ operational risk losses have shown signs
of decline since 2015. One category in particular is responsible for
this pattern, namely “Clients, Products & Business Practices.” It
includes improper business practices like fiduciary breaches, aggres-
sive sales, breaches of privacy, account churning, and misuse of con-
fidential information. These are the types of operational risks that
characterize periods of financial excess, with mis-selling of mortgage-
backed securities in the mid-2000s being a prime example. Towards
the peak of the GFC there was a significant increase in the occur-
rence of this type of events (especially in North America), which
were then recognized in the books of banks a few years later. Impor-
tantly, this pattern is observed only in terms of loss amounts and
not in terms of frequency of occurrence.

Operational losses are characterized by a fat-tailed distribution.3

Accordingly, estimates of operational risk capital can lead to notably
different results depending on the method used and how well it cap-
tures what happens at extreme values of the distribution of opera-
tional losses. Indeed, our estimates for operational risk capital using
methodologies from the advanced measurement approach (AMA)
range from 1 percent to 7.5 percent of gross income, against the
12 percent benchmark of the basic indicator approach. This finding
may provide some support for the new regulatory framework that
proposes the adoption of the standardized measurement approach
(SMA) for all banks. This has two practical effects. First, it reduces
heterogeneity in the application of different AMAs and the need for
regulators to validate these models. Second, it simplifies the regu-
lation, while at the same time preserving capital adequacy to cover
operational risks.4

3In other words, there are a large number of inconsequential events from a
cost perspective and a limited number of very costly events. The latter group
in particular complicates the quantification of operational risks, as such low-
frequency/high-severity events are often cited as being “one-in-a-hundred years”
events.

4That being said, it should be noted that the SMA may not entirely reduce
the heterogeneity across estimates. Regulators across jurisdictions will have the
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Operational losses, on average, take over a year to be discovered
and recognized in banks’ books. The time between occurrence, dis-
covery, and recognition, however, varies across event types, bank
size, and jurisdictions. From our summary statistics of duration
times, we see that internal fraud and clients and business practices
are the incidents that, on average, take the longest to be discovered
and eventually accounted for. Two facts could explain this. First,
perpetrators of internal fraud do their best to cover their tracks
such that the event goes unnoticed for longer. Second, “business
practices” events are often settled through lengthy legal proceedings
that delay loss recognition. Large banks, in turn, tend to be slower in
discovering and recognizing operational losses in their books. Finally,
we also find substantial heterogeneity across jurisdictions: banks in
North America are the quickest to discover losses, whereas those in
Eastern Europe are the slowest. Different approaches to regulation
and supervision across jurisdictions may play a role in these results,
and we note that a strengthening of quality in supervision is asso-
ciated with shorter duration times. These findings can inform pol-
icy discussions regarding the principles for executive compensation
packages.

The stylized facts we present point to the existence of a link
between operational losses and macroeconomic conditions. Abdy-
momunoy, Curti, and Mihov (2017) use data for U.S. banks to
document a contemporaneous correlation between macroeconomic
conditions and operational risk losses, e.g., operational losses rise
during economic downturns. We build on this idea and use a cross-
country panel analysis to argue that the ultimate cause of the rising
losses during economic downturns lies in the excesses characterizing
the run-up to the downturn. In other words, favorable conditions
during periods of macroeconomic expansion and financial exuber-
ance lead to the occurrence of events that are only discovered when
the economic tide turns, and recognized in the books of banks even
later.

Using deviations of policy rates from Taylor-rule implied bench-
marks, we show that periods of accommodative monetary policy are

option to apply a loss component to the calculation of the capital ratio, which, if
applied, will rely on calculations based on previous losses. Thus, estimates across
banks may still vary based on their internal historical losses.
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followed by an increase in operational losses. This appears to be
driven by the frequency rather than the severity of events. Periods
of excessively accommodative monetary policy can lead to increased
risk-taking by banks, which can boost the type of improper busi-
ness practices that account for the lion’s share of operational losses.
Finally, in line with the work of De Nicolò and Lucchetta (2013), who
find that banks in a higher competition environment increase mon-
itoring efforts and reduce risks, and with the work of Kim (2018),
who finds that banks with lower market power take less liquidity risk,
we find that periods of intense bank competition are also associated
with lower operational losses.

Regulation can also play a role in moderating operational losses.
The time pattern of losses stemming from internal fraud and
improper business practices suggests that the quality of regulation
and supervision can also be related to operational losses in the
cross-section of countries. Indeed, we find that better regulation and
supervision—as captured by the financial reform index of Abiad,
Detragiache, and Tressel (2010) and Denk and Gomes (2017)—is
associated with lower operational losses.

Finally, we provide estimates of cyber losses. Growing intercon-
nectedness and reliance on technology has led to a growing focus
and concerns regarding cyber and IT-related risks. These are most
prominent for the financial system, given its critical role. We use the
data to construct a proxy range of cyber losses (which are a subset
of operational losses). We document that cyber losses, so far, rep-
resent a relatively small share of operational losses. In recent years,
however, losses from cyber events saw a spike which aligns with the
growing attention cyber risk has been receiving. Despite represent-
ing a relatively small share of operational losses, cyber risk capital
can account for up to a third of total operational value-at-risk.

The paper is organized as follows. The next section reviews
the related literature. Section 3 describes the data and documents
the duration between occurrence, discovery, and recognition of loss
events. Section 4 uses the analytic and loss distribution approaches
to estimate operational value-at-risk. The link between operational
losses and the macroeconomic environment is the focus of Section 5,
whereas Section 6 presents our estimate of cyber risks, a very impor-
tant class of emerging risks in the financial sector. The last section
discusses the main conclusions.
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2. Related Literature

Research on operational risk intensified after 2001, when the Basel
Committee on Banking Supervision (BCBS) introduced an amend-
ment to the Basel Capital Accord to support operational risk with
regulatory capital. Early work on the subject focused on issues
related to how to conceptualize and quantify these risks (Cornalba
and Giudici 2004; Power 2005; Chavez-Demoulin, Embrechts, and
Nešlehorá 2006; Jarrow 2008; Antonini et al. 2009).

The literature points to links between the characteristics of finan-
cial institutions and operational risk. Curti, Frame, and Mihov
(2019) and Shih, Samad-Khan, and Medapa (2000) find a positive
relationship between size and operational losses. Chernobai, Jorion,
and Yu (2011) use data for U.S. financial institutions and find that
most operational losses can be traced to a breakdown of internal
controls. Firms suffering from these losses tend to be younger and
more complex, and have higher credit risk, more anti-takeover pro-
visions, and CEOs with higher stock option holdings and bonuses
relative to salary. Operational losses can also pose risks for the finan-
cial system at large (i.e., systemic risks). Berger et al. (2018) find
that operational risk at large U.S. bank holding companies is statis-
tically and economically positively linked to standard measures of
bank systemic risk.

Fraud and employee misconduct have contributed to operational
losses and have come under scrutiny from regulators, often result-
ing in sizable financial penalties. This can also affect bank returns
(Byrne, Coughlan, and Tilley 2017; Köster and Pelster 2017).5

Altunbaş, Thornton, and Uymaz (2018) find that banks are more
likely to engage in misconduct when their CEOs have a long tenure.
Eshraghi, Hagendorff, and Nguyen (2016) study regulatory enforce-
ment actions issued against U.S. banks to show that both board
monitoring and advising are effective in preventing misconduct by
banks. Fich and Shivdasani (2007) study whether external directors
suffer reputational penalties if the firms they serve on were accused
of financial fraud.

5A related strand of literature investigates the link between operational losses
and bank returns (Cummins, Lewis, and Wei 2006; Allen and Bali 2007; Gillet,
Hübner, and Plunus 2010; Biell and Muller 2013; Sturm 2013).
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Operational risk could also be intertwined with business and
financial cycles. Hess (2011) and Carrivick and Cope (2013) look at
the consequences of the GFC on operational risk losses in the finan-
cial sector. Abdymomunov, Curti, and Mihov (2017) provide addi-
tional evidence of a relationship between operational losses in U.S.
banks and macroeconomic conditions. We build on this literature
and investigate why such relationships are observed. Sakalauskaite
(2018) shows that banks’ misconduct has been relevant over our sam-
ple period and that its intensity correlates with the business cycle.
Interestingly, the study finds that misconduct initiation is related to
bank remuneration schemes, increasing with CEO bonuses in periods
of high economic growth and when bank leverage is high.

Growing concerns around the economic and social impact of
cyber risk in financial institutions contrasts with a relatively thin
literature in the topic. Data on cyber incidents are scarce and thus
quantitative analyses on the impact of cyber events are challenging.
The absence of common agreed standards to record such events fur-
ther complicates the analysis.6 We devise a proxy for cyber-related
incidents from the categorization of different event types. Kaffen-
berger, Kopp, and Wilson (2017) examine the current regulatory
framework and supervisory approaches, and identify information
asymmetries and other inefficiencies that hamper the detection and
management of systemic cyber risk. Kashyap and Wetherilt (2019)
outline some principles for regulators to consider when regulating
cyber risk in the financial sector. From a perspective of the wider
economy, Romanosky (2016) analyzes the characteristics of cyber
incidents across different sectors. Bouveret (2018) estimates that
average losses due to cyber attacks could amount to USD 97 billion
or 9 percent of banks’ net income. Duffie and Younger (2019) analyze
a sample of 12 systemically important U.S. financial institutions and
suggest that these firms have sufficient stocks of high-quality liquid
assets to cover wholesale funding run-offs in a relatively extreme
cyber event. However, Eisenbach, Kovner, and Lee (2021) estimate
that the impairment of any of the five most active U.S. banks could

6Facchinetti, Giudici, and Osmetti (2019) propose ordinal measures to eval-
uate cyber risk in the presence of lack of data regarding the severity of such
events.
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result in significant spillovers to other banks, with 38 percent of the
network affected on average.

3. Data

3.1 Operational Loss Data

Our analysis is based on a database that collects operational losses
reported by financial firms across the globe. The data are owned
and managed by ORX, the largest operational risk association in
the financial services sector. The association, established in 2002, is
primarily a platform for the secure and anonymous exchange of high-
quality operational risk loss data, with the objective of improving
the management and measurement of operational risk.7

Data on losses are submitted to ORX on a voluntary basis. Data
are anonymized, so as to protect the identity of the institution which
suffered the loss. This process removes the incentive for members
to under-report their losses, a problem which affects public data-
bases.8 However, this comes at the cost of making the analysis of
individual institutions more complicated (Ames, Schuermann, and
Scott 2015). The full sample comprises over 700,000 observations of
operational loss events occurring between 2002:Q1 and 2018:Q3. We
will work predominantly with a sample of 521,082 incidents which is
obtained after combining individual loss data with region and bank
size data and truncating our data at 2016:Q4, the reason for which
we outline below. This is still considerably larger than other available
data sets on operational risk and has the added appeal—relative to
detailed data sets at the country level such as the one available to
U.S. regulators—that it includes a cross-section of countries over a
large period. Our sample size is substantially larger than in vendor
data sets reported by Algo FIRST and SAS OpRisk Global Data,
which are commonly used in the literature. For example, Chernobai,
Jorion, and Yu (2011) use the sample of data with 2,426 loss events
reported by the Algo FIRST data set. Hess (2011) uses data reported

7For details on the ORX consortium, see https://managingrisktogether.
orx.org/about.

8Furthermore, as the ORX consortium was set up by financial institutions
themselves, it would run counter to the very initiative of being part of the
consortium to under- or mis-report data.

https://managingrisktogether.orx.org/about
https://managingrisktogether.orx.org/about
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Table 1. Example of the Data Structure

Business Event Gross Loss Loss Loss
RefID Region Line Type Amount . . . Occurrence Discovery

123XYZ Asia/Pacific BL0101 EL0101 20,000 . . . ddmmyyyy ddmmyyyy
...

...
...

...
... . . .

...
...

by SAS OpRisk Global Data with around 7,300 loss events from the
banking industry. Cope, Piche, and Walter (2012) also use the ORX
Global Loss Data Database, which at the time had approximately
180,000 loss events.

Members report losses based on the operational risk reporting
standards established by ORX. These standards follow the event
type and business line classification defined in the operational risk
framework of the BCBS.9 To be included in the data, operational
events need to have an associated monetary cost reflected in the
books of the banks, above a minimum of EUR 20,000. After data
anonymization by ORX, individual losses can only be identified
by geography, business line, and event type. Table 1 provides an
example of how the data are structured.

Each loss event is associated with an event type category. In line
with Basel II definitions, there are seven event type (level 1) loss cat-
egories. Table 2 provides an overview of these categories and their
definition. They include a wide array of potential causes of oper-
ational losses, such as internal/external fraud, disasters, improper
business practices related to either clients or products, IT related,
etc. Most of our analysis will be done at the level 1 category. How-
ever, the data also include a subdivision of each loss into level 2
event types, allowing for even more granular analysis. We will make
use of the level 2 event type information to proxy for cyber-related
events in Section 6.

Loss events are also associated with a business line. The busi-
ness line classification, which again follows pre-specified standards,

9For details on the ORX reporting standards, see https://managingrisk
together.orx.org/standards. For the BCBS classification, see https://www.bis.
org/basel framework/standard/OPE.htm.

https://managingrisktogether.orx.org/standards
https://managingrisktogether.orx.org/standards
https://www.bis.org/basel_framework/standard/OPE.htm
https://www.bis.org/basel_framework/standard/OPE.htm
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Table 2. Overview of Event Types Based on the
Operational Risk Reporting Standards of ORX

Event Type Description

Internal Fraud Losses due to acts of a type intended to defraud,
misappropriate property, or circumvent regulations,
the law, or company policy, excluding
diversity/discrimination events, which involves at
least one internal party.

External Fraud Losses due to acts of a type intended to defraud,
misappropriate property, or circumvent the law, by a
third party.

Employee
Related

Losses arising from acts inconsistent with employment,
health, or safety laws or agreements, from payment
of personal injury claims, or from diversity/
discrimination events.

Clients,
Products, and
Business
Practices

Losses arising from an unintentional or negligent failure
to meet a professional obligation to specific clients
(including fiduciary and suitability requirements), or
from the nature or design of a product.

Disasters Losses arising from disruption of business or system
failures.

Technology and
Infrastructure

System failures (hardware or software), disruption in
telecommunication, and power failure can all result
in interrupted business and financial loss.

Transactions and
Processing

Losses from failed transaction processing or process
management, from relations with trade
counterparties and vendors.

Note: The definitions of event types used by ORX are mapped to those used under
the Basel II framework.

comprises nine business lines, including asset management, clear-
ing, retail banking, and trading and sales, among others. Table B.1
in Appendix B provides a detailed description. The intersection
between business line and event types is important for the calcu-
lation of operational risk capital, as discussed further in Section 4.

The data are also partitioned into macro-regions. These include
North America, Latin America and the Caribbean, Eastern Europe,
Western Europe, Asia/Pacific, and Africa. For some of the regions
that are more densely populated in terms of bank coverage, a further
division into sub-regions is possible (see Table B.2 in Appendix B for
details). While data are collected so as to preserve bank anonymity,
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Figure 1. Loss Timeline and Key Dates

each loss event has a tag for bank size. This indicator variable divides
financial institutions based on income into large, medium, and small.

Finally, each loss event has three associated dates. The date of
occurrence captures the date when the loss event was deemed to
have taken place. The date of discovery captures the point in time
at which staff became aware of the event that led to the operational
loss. Finally, the date of recognition represents the date when the
loss was recorded in the accounts of the bank. Figure 1 depicts the
timeline of a loss. We explore the factors that determine the duration
of losses in Section 3.5. However, this also brings us to an important
juncture regarding completeness of the data, which we discuss next.

3.2 Data Bias and Completeness

Given how data are collected, it is necessary to perform some adjust-
ments to ensure that losses are comparable through time, espe-
cially when presenting aggregate figures. In particular, this refers
to changes in the composition of the consortium membership and
differences in the degree of completeness of the data across periods.

Figure B.1 in Appendix B reports the evolution of the ORX
consortium, in terms of total income and frequency of the reported
losses. The number of banks in the consortium has grown over time,
which could bias assessments of the evolution of operational losses
when aggregating them over time. To account for this trend, when
making comparisons over time, we divide gross losses and the fre-
quency of events by the total income of the banks in the consortium
for the given period. This adjusts for the growing number of banks
in the sample, but also for their size. This second point is important,
as simply dividing by the number of banks in the sample would fail
to capture potential heterogeneity in banks’ size.
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In addition, Carrivick and Cope (2013) (herein CC) note that
some losses are not reported to the consortium until long after the
event has occurred. This is not related to willful under-reporting of
events, but is merely an artifact of the time it takes for events to be
discovered and recognized. For example, legal proceedings can con-
tinue for years before a settlement is made. This is quite typical for
event types that include employment practices and workplace safety,
and clients, products, and business practices (see Section 3.5). While
this issue affects in principle the whole sample (i.e., one cannot rule
out that an event in, say, 2004, is yet to be discovered and recog-
nized), it bites especially at the most recent end of the database. CC
construct an approximate bias factor, which estimates the propor-
tion of events that are unobserved in the data, and use this to correct
for the recent end of the sample. An alternative to this approach is
to truncate the portion of the data that is most affected—a choice
that can be underpinned by an analysis of how long it takes on aver-
age for events to be discovered and recognized in the books of banks.
We follow this approach and, in what follows, consider observations
until year end of 2016. We address this issue and our approach in
more detail in Section 3.5.10

3.3 Additional Data

For the analysis of the link between operational losses, macroeco-
nomic conditions, and regulatory characteristics, we complement the
operational risk data with data from a variety of sources.

We proxy for the buildup of financial imbalances by using credit-
to-GDP gap data from the Bank for International Settlements.11

We obtain quarterly data for the credit-to-GDP gap across various
regions from 2002:Q1 until 2016:Q4.

To capture competition in the banking sector, we use the Boone
indicator (Boone 2008), retrieved from the World Bank.12 This
measure proxies bank competition by the elasticity of profits to

10In unreported results, available upon request, we also compute bias factors
as in CC, and also confirm with aggregate data until December 2021 that the
our choice of truncation gets rid of the period with the most pervasive under-
reporting.

11See https://www.bis.org/statistics/c gaps.htm.
12See https://datacatalog.worldbank.org/boone-indicator.

https://www.bis.org/statistics/c_gaps.htm
https://datacatalog.worldbank.org/boone-indicator
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marginal costs. The elasticity is calculated by regressing the loga-
rithm of profits on the logarithm of marginal costs.13 The indicator
is based on the premise that higher profits are achieved by more effi-
cient banks, thus a more negative Boone indicator implies a higher
degree of competition. We obtain annual data on the Boone indicator
between 2002 and 2014 for various regions.

To measure the stance of monetary policy, we use deviations of
monetary policy rates from implied rates based on country-specific
Taylor rules. The measure is constructed by subtracting the implied
policy rate by the Taylor rule from the actual policy rate:

φ̃t = it − φt, (1)

where it is the observed policy rate, φt denotes the rate implied
by the Taylor rule, and φ̃ denotes the deviation of the actual rate
from the implied one. Central bank policy rates are sourced from
the Bank for International Settlements, and the implied Taylor-rule
rates are computed following Bogdanova and Hofmann (2012):

φ = r∗ + π∗ + 1.5(π − π∗) + 0.5y, (2)

where π denotes inflation, y captures the output gap, π∗ is the infla-
tion target, and r∗ is the long-run level of the real interest rate. We
use quarterly data on deviations from the Taylor rule across various
regions from 2002:Q1 until 2016:Q4.

Finally, to assess regulation and supervision in the cross-section
of countries, we use an index of regulation and bank supervision,
originally presented in Abiad, Detragiache, and Tressel (2010) and
extended in Denk and Gomes (2017). The full data set is used to
construct a measure of financial reforms across countries. To do so,
various indicators are aggregated into a single index calculated as
the simple average of the following seven dimensions: credit controls,
interest rate controls, banking sector entry barriers, capital account
controls, state ownership of banks, regulation of securities markets,
and prudential regulation and bank supervision. The main variable

13The estimates of the Boone indicator in this database are based on the
approach used by Čihák and Schaeck (2010) but use marginal costs rather than
average costs.
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of interest in our work is the measure of regulation and supervi-
sion. This variable takes into account the following four factors:
(i) Has a country adopted a capital adequacy ratio based on the
latest Basel standard? (ii) Is the banking supervisory agency inde-
pendent from executives’ influence? (iii) Does the banking supervi-
sory agency conduct effective supervision through on-site and off-site
examinations? and (iv) Does a country’s banking supervisory agency
cover all financial institutions without exception? We use these ques-
tions to calculate an index at the regional level to be matched with
the ORX data (an example of how this is done can be found in
Section 5). The index runs from 0 to 1, whereby a score of 0 indi-
cates a repressed regulatory and supervisory framework and a score
of 1 a well-developed and liberalized framework. The series is pro-
vided annually from 2002 up to 2015. For further details, we refer
the reader to Denk and Gomes (2017).

For each of these variables, we construct composite measures by
weighting based on the banks in the sample.14 For example and to fix
ideas using the case of credit gaps, if the region Western Europe were
made up of two U.K. banks, three German banks, and four French
banks, we would compute the statistic for the region as follows:

CreditGapWE

=
2 × CreditGapUK + 3 × CreditGapDE + 4 × CreditGapFR

9
.

3.4 Stylized Facts

Against the background of limited data to underpin discussions
of operational risk in the financial sector, we start by presenting
stylized facts.

Table 3 displays summary statistics of operational risk losses
by event type, region, and bank size. A general observation is the
large standard deviations in the data, an indicator of the heavy-
tailed nature of the distribution of the data. From the perspective of
event types (panel A), on average the most costly events come from
“Clients, Products and Business Practices,” which also contains the

14While we cannot associate a specific loss with any given bank, we know which
banks comprise the sample at any given point in time.
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Figure 2. Loss and Frequency of
Operational Losses by Event Type

Note: On the left-hand side of the quadrant of plots we show the total value of
losses per year divided by the total consortium annual income. On the right-hand
side we display the frequency divided by income (in billions). The upper panel of
the quadrant of plots shows incidents aggregated by date of occurrence and the
bottom panel by date of recognition. Each bar is partitioned by event type. EL01
= Internal Fraud; EL02 = External Fraud; EL03 = Employee Related; EL04 =
Clients, Products and Business Practices; EL05 = Disasters; EL06 = Technology
and Infrastructure; EL07 = Transactions and Processing.

incident with the largest loss in the database. These types of events
are “big-ticket” items and, as we will see, are a common feature of
losses stemming from the GFC. The largest losses tend to occur in
Western Europe and North America (panel B). Finally, the largest
losses also appear to occur at larger banks, followed by small banks
(panel C).

In Figure 2 we present evolution of the annual value and fre-
quency where each year of losses is partitioned by event type (nor-
malized by income, as per the discussion above). In terms of date
of occurrence (upper panels), clients, products, and business prac-
tices clearly dominate in terms of loss amounts and featured heavily
through the Great Financial Crisis. Transactions and process man-
agement in turn dominate in terms of frequency. This is consistent
with the former being a high-severity item, largely attributable to
fines and regulatory actions, and the latter a high-frequency item,
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Figure 3. Loss and Frequency of
Operational Losses by Region

Note: On the left-hand side of the quadrant of plots we show the total value
of losses per year divided by the total consortium annual income. On the right-
hand side we display the frequency divided by income (in billions). The upper
panel of the quadrant of plots shows incidents aggregated by date of occurrence
and the bottom panel by date of recognition. Each bar is partitioned by region.
Abbreviations in the legend are defined as follows: APAC: Asia/Pacific; East
EU: Eastern Europe; Latam/Carib: Latin America and the Caribbean; North
Am: North America; and West EU: Western Europe.

arising from thousands of daily operations taking place in banks.
Contrasting the upper panels with the lower panels, which aggregate
data based on the date of recognition, there is some initial evidence
of a visible lag in the accumulation of losses. In the upper left panel,
the peak arrives at around 2008 at the time of the GFC, whereas
in the lower left panel the peak is in 2011. This lag is indicative
of the fact that many losses in the “Clients, Products and Business
Practices” category face protracted legal proceedings before they are
eventually settled and reflected in the accounts of the bank.

Figure 3 focuses on a geographic breakdown of loss events. North
America and Western Europe clearly dominate in terms of the value
of the losses. This is where the majority of the world’s largest banks
are headquartered, which were particularly affected by the events
leading up to, and after, the GFC.
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Figure B.2 in Appendix B shows the losses and frequency but
normalized by the income level of the bank (large, medium, and
small). The frequency of events tends to be quite stable across
bank sizes. In terms of gross losses, there is much more variabil-
ity, in particular in larger banks. Moreover, a large proportion of
the losses that were realized around the crisis period can be attrib-
uted to large banks. This is in line with the increased scrutiny of
large banks (including domestic and global systemically important
banks—D-SIBs and G-SIBs, respectively) for their role in events
alleged to have taken place in the run-up to the crisis, such as the
LIBOR (London interbank offered rate) scandal and the mis-selling
of mortgage-backed securities.

3.5 How Long Does It Take for Discovery
and Recognition of Losses?

The time it takes for a loss to be discovered, reported, and
finally accounted for in banks’ books can reveal important informa-
tion regarding operational risks. Operational risk data suffer from
an under-reporting bias, especially acute in more recent periods
(Carrivick and Cope 2013). That is, some events may have occurred
but due to the fact they are not discovered or settled and accounted
for, they are not observed in the database. Examples of such “unob-
served” incidents could be fraudulent activities that were well hidden
by the perpetrator. In other cases, legal proceedings can take time
to reach a settlement. The quantification of these lags is particularly
relevant for CEO compensation and provides support for the intro-
duction of the Financial Stability Board’s Principles and Standards
on Sound Compensation (Cerasi et al. 2020). We follow up on this
aspect below.

We study the duration of the three intervals defined in Figure 1,
namely t1 = discovery − occurrence, t2 = recognition − discovery,
and t3 = t1 + t2 = recognition − occurrence. The average dura-
tion of the three time intervals varies across different dimensions.
Table B.3 in Appendix B provides summary statistics for the dura-
tion of events by different categories.

In panel A we show the breakdown by event types. Internal fraud
and clients and business practices are the incidents that, on average,
take the longest to be discovered and eventually accounted for. This
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result is intuitive, as inside actors are likely to take steps to hide
their illegal acts, which may be unearthed only when pressure from
management and regulators intensifies. It is worth noting that t1
and t3 have a long-tailed distribution: many incidents were discov-
ered quickly, but a few extraordinary events which took a long time
to be discovered and accounted for led to a skew of the distribution.
This is evident by the median often being well below the mean, as
well as the high 95th quantile.

Panel B shows a summary by region. Regional differences could
be driven by different regulatory approaches towards operational
risk. This is more likely to manifest itself through Pillar II of the
Basel capital framework, which leaves more room for supervisory
discretion (i.e., how frequently on-site inspections are conducted,
how efficiently the supervisor is communicating with banks). More-
over, different legal systems also affect the time to the booking of the
loss in the bank’s balance sheet. For example, on average, losses in
North America are discovered more quickly than in Western Europe,
possibly due to more pressure from supervisors and more direct
supervision on operational loss problems after the GFC. However,
on average, the time from discovery to recognition (t2) is longer in
North America than Western Europe, which may be an indication
that the legal proceedings in North America are more protracted
than those in Western Europe. Furthermore, banks of different size
could face varying degrees of attention and scrutiny from regulators
due to their different contribution to systemic risk. Panel C shows
that, on average, larger banks face a longer duration of incidents.

Size of the Data Bias. As previously mentioned, the time
to discovery and recognition has consequences for the completeness
of the data reported. To obtain a proxy of how large the under-
reporting bias might be, we can use the survival curve of the duration
of time from occurrence to recognition. Since we focus on heterogene-
ity across regions in our regressions in Section 5, we look at the size
of the bias by region. In Figure B.4 we show the survival probability
by region by estimating the Kaplan-Meier curve from occurrence to
recognition (t3). This survival probability can be best interpreted
as the probability of an event being accounted for after occurring.
Estimating the Kaplan-Meier survival curve suggests that, depend-
ing on the region, there is approximately between 8 and 25 percent
chance that an event is still unaccounted for after two years. To
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illustrate, if an event took place in a bank in Northern Europe on
January 1, 2017, we estimate there is around 8 percent chance it has
still not been accounted for in the books of the firm by January 1,
2019. As the curve in Figure B.4 shows, this probability wanes over
time.

To assess the implications of this for our data, we need to work
backwards. Our granular loss data are in principle available until
2018:Q3. Periods closer to this date will be associated with a higher
incidence of events that have not been accounted for. By using the
estimate of the survival curve, we can produce an approximate fac-
tor by which our sample could be biased. In Figure B.5 we show the
bias factor proposed by Carrivick and Cope (2013), split by region.
In the most recent year of the sample, the data could be underrep-
resented by around 30–100 percent, dependent on the region. We
can apply this factor to our data by region to obtain an estimate of
where the trend in frequency and losses should lie. In Figure B.6 we
show how the annual trends in different regions might look with the
correction factor.

Two approaches could remedy this problem. First, one could
truncate the data to remove the years most affected by the bias.
Regardless of where the database is truncated, there will be an
under-reporting bias across all years, but by removing the most
recent years we truncate the part of the sample when the bias is
most pervasive. Alternatively, one could use the bias factor to adjust
the time series. This is not without its shortcomings, however. First,
applying the correction factor may still underestimate or overesti-
mate the actual size of unobserved losses. Moreover, it only tells us
approximately how many incidents are unobserved but not much
about the distribution of the losses associated with them in mon-
etary terms. In light of this, in the next sections we opt for trun-
cating the most recent seven quarters of data such that the series
ends at 2016:Q4 (included). In this way we remove the years that
are likely to misrepresent the actual losses and frequency. To main-
tain comparability across regressions, we avoid using the correction
factor.

The Effect of Supervision. Differences in the implementa-
tion of the Basel framework across regions could partly explain the
heterogeneity in duration times in panel A of Table B.3. To inves-
tigate this, we look at the cross-regional impact of regulation and
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supervision of banks on duration times, using the index of prudential
regulation and bank supervision described in Section 3.

We model the duration of each ti, accounting for the variation
across these multiple dimensions, by employing a proportional haz-
ards model as in Cox (1972). In a proportional hazards regression
model, the measure of effect is the hazard rate, which is gener-
ally interpreted as the risk or probability of incurring the event of
interest, conditional on the individual/entity of interest not hav-
ing incurred the event up to a certain time. In our application, the
hazard rate of each of the intervals can be interpreted as follows:

• λ(t1): probability of the loss being discovered at time t condi-
tional on having occurred but being undiscovered until time
t1 − 1.

• λ(t2): probability of the loss being recognized in the books at
time t, conditional on being discovered but not accounted for
until time t2 − 1.

• λ(t3): probability of the loss being recognized in the books at
time t, conditional on having occurred and remaining unac-
counted for until time t3 − 1.

For each of the intervals defined above, we estimate the following
equation:

λ(ti|Xi) = λ0(t) exp(Xiβ + FE), (3)

where λ0(t) denotes the baseline hazard function, and Xi is a vec-
tor of explanatory variables whose effect on the hazard is captured
by the β coefficients. The explanatory variable in the vector X is
our supervisory index. We include a yearly, regional, and event type
fixed effect in the equation, denoted by FE. To construct X, we
assign a score from the index to each observation given the year
and the region in which it occurred. We have data on the super-
visory index up until 2015, such that naturally losses beyond 2015
will be dropped from data used for analysis (hence the portion of
our sample most affected by potential under-reporting bias is also
not considered). We multiply the supervisory index by 100 to obtain
a scale of 0–100, which makes the coefficients easier to interpret—a
one-unit increase in the supervisory index translates to a β̂ increase
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in the likelihood of the event occurring.15 We present the results of
the regression in Table 4.

The estimated coefficients in the Cox proportional hazards
regression model denote the change in the expected log of the haz-
ard ratio relative to a one-unit change in the independent variable,
holding all other variables constant. Our results imply that increases
in the supervisory index are associated with a rise in the likelihood
of discovery and recognition of events. Focusing on the time from
occurrence to recognition (t3), a one-unit increase in the supervi-
sory index is associated with a hazard ratio 1.11 times higher than
the baseline, i.e., the likelihood the event will be recognized at any
date. This supports the guidance issued in Financial Stability Board
(2014) regarding supervisors’ interactions with financial institutions
on the subject of risk culture. The report notes that since the GFC,
supervisors are tending towards a more direct and intense approach
to improve the resilience of the financial system. Our result supports
the notion that this shift in approach should ensure that ex post
emerging risks are recognized, assessed, and addressed in a timely
manner. This effect takes place not only over time but also in the
cross-section of regions. Financial institutions in regions with more
effective supervisory frameworks are more likely to recognize and
address operational risks in a timely manner. We note, however, that
these results should be interpreted with caution, not least because we
cannot claim a causal relationship given potential omitted-variable
and reverse-causality bias.

4. Operational Risk Capital

The GFC laid bare two main shortcomings of the operational risk
framework. Capital requirements for operational risk proved insuf-
ficient to cover operational risk losses incurred by some banks.
Furthermore, the nature of these losses—covering events such as

15To be clear, we do not uncover a causal relationship with this exercise. While
we include various fixed effects to take into account unobserved factors that vary
across years, bank size, and regions, there are variables that we are not able to
observe; for example, individual banks’ risk management and reporting practices.
Moreover, we are not able to rule out reverse causality in the relationship between
duration times and supervision. Supervision may become tougher if firms are lax
with respect to reporting losses in a time frame deemed acceptable by supervisors.
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misconduct, and inadequate systems and controls—highlighted the
difficulty associated with using internal models to estimate capi-
tal requirements for operational risk (Basel Committee on Banking
Supervision 2017).

The Basel II accord allowed three methods for calculating the
capital charge assigned to operational risk. These are (i) the basic
indicator approach (BIA); (ii) the standardized approach (TSA);
and (iii) the advanced measurement approach (AMA). These meth-
ods vary in their increasing sophistication and risk sensitivity. Under
the BIA, banks have simply to keep at least 15 percent of their gross
income in the form of capital, averaged over the past three years. The
TSA calculation is similar, but allows the percentage to vary accord-
ing to different business lines. The AMA allows for a more sophis-
ticated suite of methodologies to estimate the appropriate level of
capital, often making use of historical loss data.

The approach in Basel III aims to streamline the operational risk
framework. The three approaches in Basel II will be replaced with a
single, risk-sensitive, standardized approach to be used by all banks.
In this section, we outline the approaches to calculate operational
risk and subsequently quantify and compare operational risk capital
using the various approaches.

4.1 Basic Indicator and Standardized Approaches

The simplest method that banks could use to calculate operational
risk capital is the BIA. Banks that adopt the BIA must hold capital
equivalent to the average over the past three years of a fixed per-
centage of gross income.16 Formally, under the BIA, operational risk
capital is calculated as follows:

KBIA = α
1
n

3∑
j=1

max(Ij , 0),

where Ij is the annual gross income, n is the number of previous years
in which income is positive (expected to be three), and α = 0.15.

Under the Basel II framework the TSA extends the BIA
by adjusting the α terms for various bank business lines

16Years of negative or zero income are excluded from the calculation.
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(see Table B.1). These are known as the β factors. Operational risk
capital per business line is then calculated as follows:

KSA =
1
3

3∑
j=1

max

(
7∑

k=1

βkIj,k, 0

)
,

where k denotes the business line.

4.1.1 Basel III Standardized Approach

The standardized approach methodology aims to converge on a risk
measure that combines the simplicity of the BIA and TSA, but
also makes use of banks’ historical loss information. The measure is
based on the following components: (i) the business indicator (BI),
a financial-statement-based proxy for operational risk; (ii) the busi-
ness indicator component (BIC), which is calculated by multiplying
the BI by a set of regulatory determined marginal coefficients; and
(iii) the internal loss multiplier (ILM), which is a scaling factor that
is based on a bank’s average historical losses and the BIC. The final
capital measure is calculated as

KSMA = BIC × ILM,

where the ILM is defined as

ILM = ln
(

exp(1) − 1 +
LC

BI

)

and the loss component (LC) is calculated as the sum of seven times
the average annual loss, seven times the average annual loss for
events above 10 million euros, and five times average losses above
100 million euros. The distinction in terms of various size losses aims
to differentiate between banks with different loss distribution tails
but with similar average loss totals (Basel Committee on Banking
Supervision 2018b).

4.2 Advanced Measurement Approaches

The AMA allows banks to use their own internal models to estimate
the appropriate level of operational risk capital. Banks must demon-
strate to regulators the accuracy of their internal models. Given the
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flexibility allowed by the AMA, the range of practices across banks
has been quite broad. In Europe, the methodological focus of most
banks was on using scenario analysis, while in the United States
the focus was on internal and external loss data (Cruz, Peters, and
Shevchenko 2015).

Three frameworks for calculating operational risk capital were
proposed under the scope of AMA: (i) internal measurement
approach (IMA); (ii) score card approach; and (iii) loss distribu-
tion approach (LDA). Below, we detail approaches (i) and (iii) to
calculating operational risk from the available options under the
AMA. We do not look at the score card approach in great detail, as
it is based on subjective measures. In brief, the methodology takes
a baseline level of capital which is modified based on a qualitative
ranking or scoring various risks. We calculate operational risk cap-
ital based on an extension of the IMA and two LDA approaches,
which we describe in detail in Appendix A. Below we describe the
idea behind the LDA.

4.2.1 Loss Distribution Approach

The LDA aims to explicitly model the annual distribution of losses.
In this framework, the frequency and severity of losses are each inde-
pendently assumed to follow a statistical distribution, whose param-
eters are estimated directly from the data. The convolution of these
two distributions is then used to compute the annual distribution of
losses:

Z =
N∑

i=1

X,

where Z denotes the annual loss, N the number of annual opera-
tional incidents, and X the severity of losses. The operational risk
capital is then defined as the 0.999 value-at-risk (VaR), which is the
99.9th quantile (q) of the distribution of the annual loss:17

KLDA = VaRq = inf{z ∈ R : Pr[Z > z] ≤ 1 − q}.

17Basel II rules require banks to calculate their regulatory capital require-
ment as the sum of expected and unexpected losses (i.e., the 99.9th percentile).
However, if a bank can demonstrate that it is adequately capturing expected
losses in its internal business practices, it may base the minimum regulatory
capital requirement on unexpected losses alone.
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Figure 4. Distribution of Losses and Risk Measures

The VaR indicates the level of risk to which a firm, a portfolio, or
a single position may be exposed over a given time period. Figure 4
displays an example of the distribution of annual losses, the relevant
risk measures, and their location on the distribution.18

4.3 Evaluating Operational Risk Measures

As noted, at present (under Basel II), a variety of methodologies can
be used to calculate a bank’s operational risk capital. Under Basel
III, these will be put aside in favor of a single standardized measure.
Proponents of such move suggest it will simplify the framework and
provide adequately conservative measures that are not subject to
gaming by participants (Tarullo 2008; Admati 2016). However, oth-
ers suggest that the SMA may still be flawed. It is argued that
practitioners would favor the granularity of the AMA approach, as
without a clear regulatory requirement to keep collecting loss data
at a detailed level, budgets to relevant departments could be at risk
(Peters et al. 2016).

18VaR as an appropriate risk measure for capital has been challenged. Artzner
et al. (1999) suggest that expected shortfall (ES) is better suited for risk man-
agement, as it provides information not only about the probability of default
but also about its severity. However, the use of VaR for capital allocation war-
rants justification from a regulator’s point of view when considering minimiza-
tion of the possible shortfall and cost of capital (Cruz, Peters, and Shevchenko
2015).
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Figure 5. Implied Capital by Various Approaches

Note: This plot shows the observed gross loss per year (bars) against the opera-
tional risk predicted by the various models: the analytical approach, the lognor-
mal LDA, the Bayesian LDA, the basic indicator approach, and a proxy of the
standardized measurement approach. The y-axis shows the observed or predicted
loss—divided by the total income in the sample.

Migueis (2018) lays out some properties of an ideal approach to
operational risk capital. These include conservatism of the measure,
robustness to gaming, risk sensitivity, comparability, stability, and
simplicity. In this subsection, we perform a simple exercise to eval-
uate the different measures against these properties. Using a rolling
window of five years of historical losses, we estimate the operational
risk capital for our sample of banks based on various approaches. We
then compare these estimates against the subsequent year’s observed
losses. Note that our estimates are not to be taken as a robust meas-
ure of operational capital. The objective here is simply to compare
the properties of the various estimates, and we do not try to make
any suggestion as to which measure is optimal for individual banks
to adopt.

In Figure 5, we plot the estimated operational risk capital for
each year versus the observed level of operational risk losses. We
use five different measures of operational risk capital: the first two
are the basic indicator approach (detailed above) and a proxy of the
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standardized measurement approach.19 We then use three models
taken from the AMA framework. These include an analytical esti-
mator proposed by Alexander (2008), a Monte Carlo approach to
estimate the annual loss distribution, denoted as the lognormal LDA;
and a Bayesian approach to estimate the annual loss distribution,
denoted as the Bayesian LDA. The details of the three approaches
are contained in the appendices, in addition to the confidence inter-
vals of each measure, where possible (see Figure B.3).

The BIA appears to be the most conservative estimate, as the
observed losses never exceed the capital suggested by this measure.
The SMA closely follows, with only a few spikes in losses exceeding
the capital estimate. At the other end of the spectrum, the lognor-
mal LDA approach consistently underestimates a suitable level of
capital. This is most likely due to a mis-specification of the severity
distribution—the lognormal distribution fitted to the severity may
not capture effectively the shape of the tail. The Bayesian LDA,
which uses a generalized Pareto distribution, appears to explore
more effectively the tail of the distribution and produces more con-
servative estimates. The analytical approach is reasonably conser-
vative, although during the crisis period may have underestimated
losses.

The degree of simplicity of measures varies significantly. Method-
ologies adopted under the AMA framework require significant sta-
tistical and mathematical expertise and are not straightforward to
calculate. On the other hand, the BIA and TSA are much more
clearly defined and are relatively easy to calculate. The SMA strikes
a balance across the two. Simplicity also leaves banks less scope to
manipulate estimates to minimize their capital allocation. Moreover,
simpler methodologies make for an easier comparability of estimates
across institutions.

Risk sensitivity and the stability of capital requirements are
closely related. Volatile estimates of capital can be costly for banks,

19To calculate this proxy, we replace the business indicator with the BIA esti-
mate, since we do not have granular information on the income components of
banks in the sample. This puts the BI into the appropriate magnitude for com-
puting the capital estimate. We also use a 5-year rolling window of losses rather
than the proposed 10 in the Basel Committee on Banking Supervision (2018b)
guidance.
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and arguably estimates should not be overly sensitive to risk, poten-
tially leading to large swings in the allocation of capital (Heid 2007).
That said, capital should adjust appropriately to changes in the risk
environment. As we see from our estimates, the BIA remains rela-
tively stable and has a coefficient of variation of 0.1, on par with
the 0.13 of the SMA. In contrast, the analytical, lognormal, and
Bayesian estimates have coefficients of variation of 0.32, 0.18, and
0.46, respectively. However, the cost of an overly conservative stable
estimate is noted, as methodologies from the LDA approach appear
to adjust more appropriately with the decline in losses post-2012.

5. Operational Losses and Macroeconomic Conditions

The increased risk-taking taking place during upswings in the finan-
cial cycle could be associated with operational losses surfacing down
the line. Moreover, during these periods the operating environment
and control structure of financial institutions could be weaker, and
the implementation of controls could be viewed as restrictions to
growth and entrepreneurship (European Systemic Risk Board 2015).
Abdymomunov, Curti, and Mihov (2017) find evidence that opera-
tional losses for U.S. banks are contemporaneously correlated with
domestic macroeconomic conditions (i.e., operational losses increase
in recessions). They argue that during economic downturns, banks
are subject to pressures that translate into an increased likelihood
of discovering losses that occurred in the past.

We extend their analysis by looking at the effect of lagged macro-
economic variables on the realization of operational losses. We let
the analysis in Section 3.5 guide our choice for the length of lags. In
particular, we are interested in the time at which losses materialize in
banks’ balance sheets. However, given the significant lags between
event occurrence and recognition seen in the previous section, we
expect that the financial and economic environments that are con-
ducive to risk-taking precede the actual financial impact. Looking
at the survival curves for the duration between incident occurrence
and recognition suggests that within two years, 87 percent of the
incidents that occurred will have been accounted for (on average
across regions). We therefore look at the cumulative effect of one-
and two-year lags. Studying the intertemporal relationship between
operational losses and macroeconomic conditions strengthens the
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argument that it is in fact the excesses that take place during the
upswing that lead to the occurrence of operational risk events with
large associated costs, which only materialize in the books of banks
a few years later.20

We use the lags of three different financial indicators and a super-
visory index to study whether economic and financial conditions
are correlated with future losses. Our variables are constructed as
outlined in Section 3. We provide a summary of the variables in
Table 5.

We use the credit-to-GDP gap as a measure of the buildup of
financial imbalances, as also done for example in the context of the
countercyclical capital buffer. The aim is to assess whether periods of
excessive lending could be associated with a buildup of operational
risks. The average credit-to-GDP gap in our sample is around 3.04,
which indicates that credit-to-GDP ratio was, on average, above its
long-term trend across regions in our sample.

There has been a notable debate in the banking literature on the
impact of bank competition on financial stability (Allen and Gale
2004). We test this relationship by looking at whether periods of
higher competitiveness in the banking sector are followed by periods
of less/more frequent or severe operational losses. To this end, we
use the Boone indicator—discussed in Section 3—as an independent
variable. The average value of the Boone indicator is –0.087 with a
standard deviation of 0.15.

Low interest rate environments may also influence bank risk-
taking via two channels. First, low interest rates affect banks meas-
ures of risk through valuations, incomes, and cash flows. Second, low
yields on risk-free assets may increase financial institutions’ appetite
for taking on more risk. Altunbaş, Gambacorta, and Marques-Ibanez
(2014) show that low levels of short-term interest rates over an
extended period of time lead to an increase in bank risk. Against this
backdrop, we evaluate to what extent the monetary policy stance
may be linked with a buildup of operational risk losses. To do so,
we use deviations of policy rates from implied Taylor-rule rates as

20We corroborate the findings of Abdymomunov, Curti, and Mihov (2017) and
our own by running regressions to study the contemporaneous effect of macro-
economic variables on losses. These results are available upon request.
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a proxy for periods in which monetary policy has been too accom-
modative. The mean of the deviations from the Taylor rule is –1.29,
i.e., for our sample monetary policy has been more accommodative
than a Taylor rule would imply.

Bank supervision and regulation is an integral part of the
Basel framework, which ultimately aims to minimize risk in the
financial sector, including operational risk. We look at the cross-
regional impact of regulation and supervision of banks on opera-
tional risk using an index of prudential regulation and bank super-
vision. We expect the effects of regulatory/supervisory reforms not
to be observed immediately, as there is a period of adjustment for
banks to comply with new standards.

We estimate several panel regressions at the quarterly frequency
for the credit-to-GDP gap and the deviations from the Taylor rule,
and at a yearly frequency for the Boone indicator and regulatory
and supervisory index. The regressions take the following form:

ln(Yit) =
∑

k

βkXi,t−k + αi + γt +
∑

k

εi,t−k, (4)

where Yit, indicates the dependent variable in region i at time t, Xit

denotes our main independent variable (either the credit-to-GDP
gap, Boone indicator, deviations from the Taylor rule, or financial
and supervisory index), αi is a regional fixed effect, and γt is a time
fixed effect. We look at three dependent variables: namely the gross
loss amount, the frequency of losses, and the severity of losses (which
results from dividing gross losses by frequency), all normalized by
gross income.

We start by looking at contemporaneous effects, before moving
into the main regressions with lagged variables. We aggregate quar-
terly variables to their annual counterparts and combine them in a
single regression. Table B.4 presents the results using models that
include regional and time fixed effects. We consider the contempora-
neous effect on losses aggregated at the recognition date (panel A)
and occurrence date (panel B). Deviations from the Taylor rule have
the most significant effect on operational losses, consistently across
regressions. When the rule suggests monetary policy is too accom-
modative (too restrictive), there is an increase (decrease) in losses
and the frequency of events. This holds both when doing the analysis
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by date of occurrence and by date of recognition. Our results also
suggest that more intense bank competition is associated with lower
operational losses. Finally, the supervisory index is insignificant—
although this may be subject to reverse-causality bias, as an increase
in losses may prompt a tightening of supervisory measures.

Table 6 presents the main results of this section, looking at the
link between the lagged variables discussed above and operational
losses.21 When interpreting these results, it is important to bear
in mind that they may be subject to omitted-variable and reverse-
causality issues—hence one should be careful not to give a causal
interpretation. While we do control for instance for region and time
fixed effects, as well as rely on lagged variables, this may not fully
eliminate such concerns.

Gross losses and event frequencies are both positively correlated
with the credit-to-GDP gap (panel A), but not statistically sig-
nificant. The results in panel B suggest that more intense bank
competition is associated with lower operational losses in subse-
quent periods. Recall that the more negative the Boone indicator,
the higher the competition in the banking sector; therefore, a one-
standard-deviation decrease in the Boone indicator (indicative of a
more competitive market) is associated with a cumulative 29 percent
decrease in annual operational losses as a fraction of income.

In panel C, we see the results from the regressions including the
deviations from the Taylor rule. The results suggest that following
periods of overly accommodative monetary policy, operational losses
increase in frequency and value. This provides support to the notion
that risk-taking in low-yield environments can lead to a buildup of
operational losses. A one-standard-deviation decrease in the Taylor
gap is associated with a 20 percent increase of operational losses in
the following four quarters and 28 percent after eight quarters.

Panel D contains the results for the financial and supervisory
index. Higher scores on the index are associated with lower gross
amounts and frequency of operational losses per unit of income. The
index ranges between 0.56 and 1 in the sample, and it is slow mov-
ing because it depends on institutional characteristics. Operational

21The coefficients are the cumulative effect of the lagged dependent variables.
The standard errors reported in parentheses are the standard error of the sum of
the coefficients.



Vol. 19 No. 5 Operational and Cyber Risks in the Financial Sector 375

Table 6. Operational Losses, Macroeconomic
Conditions, and the Regulatory Environment

Dependent Variable

TotalLoss
Income

Frequency
Income

Severity
Income

Panel A

Credit-to-GDP Gap — 4 Lags 0.0094 0.010 –0.0011
(0.011) (0.011) (0.0053)

Credit-to-GDP Gap — 8 Lags 0.010 0.0086 0.0019
(0.010) (0.0096) (0.0048)

Panel B

Boone Ind. — 1 Lag 1.8* 1.1** 0.76
(0.95) (0.50) (0.80)

Boone Ind. — 2 Lags 1.4 0.72 0.67
(1.0) (0.60) (0.92)

Panel C

Taylor-Rule Dev. — 4 Lags –0.079*** –0.086** 0.0070
(0.022) (0.035) (0.026)

Taylor-Rule Dev. — 8 Lags –0.11*** –0.13* 0.018
(0.036) (0.070) (0.043)

Panel D

Supervision Index — 1 Lag –3.9* –2.6** –1.3
(2.0) (1.1) (0.99)

Supervision Index — 2 Lags –3.5* –2.0* –1.6*
(1.8) (1.0) (0.92)

Regional Fixed Effects Y Y Y
Time Fixed Effects Y Y Y

Note: The table is divided into four panels summarizing the results from 24 panel
regressions. Each column denotes the dependent variables used, which are lagged. The
coefficients shown are the sum of the lagged variables, i.e., the cumulative effect—for
example, at four lags the coefficient reported is

∑4
i=1 β̂i. A robust sum of stan-

dard errors is reported in parentheses. The sum of standard errors is calculated as√
L′V L, where L is a (0,1) vector that denotes the linear combination of regressors

and V is the estimated robust covariance matrix. We test that the sum of coefficients
is significantly different from zero. The asterisks denote the significance as follows:
* p < 0.1, ** p < 0.05, *** p < 0.01. All regressions are two-way fixed-effects models,
including a regional and time effect. In panels A and C the time unit is quarters; in
panels B and D the time unit is years.
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losses are very sensitive to changes in the index: A 0.1 increase in
the supervisory score is associated with a decrease in the gross loss
(frequency) per unit of income of around 40 percent (26 percent)
one year after. The cumulative effect of a 0.1 increase in two sub-
sequent years rises in excess of 35 percent (20 percent) for gross
loss (frequency) per unit of income. The severity of incidents also
appears to fall after two years. Our results suggest that more strin-
gent supervisory frameworks may help offset operational risks by
reducing the frequency of their occurrence, as presumably they lead
banks to implement better risk-management strategies.

6. Cyber Risks in the Financial Sector

Cyber and related IT risks can be seen as a subset of operational risks
and are frequently cited as a prominent threat to the financial sys-
tem (Kaffenberger, Kopp, and Wilson 2017; Kashyap and Wetherilt
2019). In March 2017, the G-20 finance ministers and central bank
governors noted that “the malicious use of information and com-
munication technologies (ICT) could disrupt financial services cru-
cial to both national and international financial systems, undermine
security and confidence, and endanger financial stability.” In Decem-
ber 2018 the Basel Committee on Banking Supervision published a
report on the range of cyber-resilience practices (Basel Committee
on Banking Supervision 2018a). The COVID-19 pandemic may have
opened up new possibilities for attacks. Given the widespread use
of work-from-home arrangements, especially in the financial sector,
threat actors are able to leverage operational uncertainty and the
use of personal devices (Dingel and Neiman 2020; Aldasoro et al.
2021).

An accurate quantification of cyber risks is challenging, as there
is no precise definition of cyber events. This naturally also applies
to the ORX database. We thus need to rely on a number of assump-
tions. In particular, we make use of event type definitions and con-
sider as cyber events a subclass of operational risks events. Table 7
describes the event categories that are most likely to be associated
with cyber events. As discussed above, we use the level 2 event type
classification in order to compute a proxy range for cyber events.
Given the nature of the classification, we are not able to accurately
capture all events. Other categories not included could in principle
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Table 7. Definitions of Cyber Event Types

Event Type Level 1 Event Type Level 2 Description

Internal Fraud Unauthorized
Activity

Example: rogue trading,
unreported transaction,
mis-marking positions

Internal Theft Example: forgery, theft,
extortion, embezzlement,
bribes/kickbacks

System Security
(Internal)

Intentional damage to
systems by internal staff

External Fraud External Theft and
Fraud

Example: robbery, forgery,
check kiting

System Security
(External)

Willful damage, e.g.,
hardware/software,
hacking damage, theft of
data

Technology and
Infrastructure
Failures

Losses arising from
disruption of business or
system failures

Note: The table denotes the definitions of event types that could proxy for cyber-
related incidents. Taken together, these present our upper bound on cyber risk and
in bold are those that are used as our lower-bound definition of cyber risk.

have some cyber events within them. Similarly, some events included
in the categories we consider might not be cyber related, especially
for the upper-bound estimate. This approach is largely in line with
the classification used by Curti et al. (2019). We diverge slightly by
not taking into account the “Transactions and Processing” (EL07)
category. This category is quite widely defined, and it would be
very difficult to filter the non-cyber-related incidents out. The full
list presented in Table 7 (i.e., bold plus non-bold) constitutes our
upper-bound estimate for cyber events. We highlight in bold the
event types we consider as a lower bound to approximate cyber
events, after discussions with risk-management experts acquainted
with the event type categorization.

We first present summary statistics to provide a comparison of
cyber losses with other operational losses. Table 8 presents statis-
tics on the total number of incidents, mean, standard deviation,
and maximum values, by cyber and non-cyber events. We provide
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Table 8. Cyber Losses: Summary Statistics

Standard
N Mean Deviation Max.

A. Lower Bound

Non-cyber 596,293 627,195 49,844,267 23,705,540,000
Cyber 13,561 476,541 19,710,650 2,224,579,168

B. Upper Bound

Non-cyber 397,439 841,028 60,666,399 23,705,540,000
Cyber 212,415 217,484 10,615,633 4,056,523,958

Note: The table presents summary statistics for losses by cyber and non-cyber
events. Panel A presents summary statistics for the lower bound of cyber losses
versus non-cyber losses. Panel B presents summary statistics for the upper bound of
cyber losses versus non-cyber losses. With the exception of the first column, figures
reported are in euros.

summaries for both our lower bound and upper bound. There are
13,561 cyber events within the database according to our lower-
bound definition, which is a minor fraction of all losses, around 2
percent. The upper bound captures a much wider range of events
and is roughly representative of a third of the incidents in the data-
base. The true number of cyber incidents likely lies somewhere in
between that range. When considering features of the distribution
of cyber losses, the lower bound may be a better guide, as the upper
bound is likely to be populated with a significant amount of noise.
Across both bounds we see a higher average cost for non-cyber events
and also a larger standard deviation.

We also present a time series of frequencies and amounts in
Figure 6, as well a breakdown of losses and frequency by region,
“cyber” event types, and bank size, reported in Figures B.7–B.9
in Appendix B.22 The dominating event type is “Technology and
Infrastructure.” Since “System Security (External)” captures dam-
age from hacking, we assume that these are typically failures that
are out of the control of the firm—a typical example being a power
outage. Damages from hacking appear to be low. In a companion

22For the sake of space, we report these only for the lower-bound estimate of
cyber losses.
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Figure 6. Operational and Cyber Events

Note: In the left panel, the left-hand axis of the plot shows the estimated range
of cyber losses across years as a share of all operational losses, shown by the red
area in the graph. In the right panel, the left-hand axis of the plot shows the esti-
mated range of the frequency of cyber incidents as a share of all operational loss
incidents, shown by the red area in the graph. The right axis in the left (right)
panel shows gross losses (frequency) per unit of income. Events are aggregated
by the date of recognition.

paper, we show, using a different data set which focuses only on
cyber events, that the financial sector is relatively more resilient
than other sectors in riding out attacks with malicious intent, most
likely thanks to investments in security practices done by banks also
under the auspices of regulators (Aldasoro et al. 2022).

In terms of regions, Western Europe suffers more cyber losses
than other regions, with the exception of 2016, when considerable
cyber losses occurred in the United States. When doing the split
by bank size, in turn, the share across banks appears to be rela-
tively stable. The peak in 2016, however, can be largely attributed
to small and medium-sized banks. This could be an indicator that
larger budgets and thus more investment in security pays dividends
for larger banks.

6.1 Cyber Risk Capital

As a sub-component of operational risk, a proportion of capital
should be allocated to account for losses stemming from cyber inci-
dents. To complement the analysis in Section 4, we also compute



380 International Journal of Central Banking December 2023

Figure 7. Operational and Cyber Value-at-Risk

estimates of cyber risk capital. We perform a similar exercise, by
computing the cyber risk capital over time, but focusing solely on
the Bayesian methodology. We compute estimates for both the lower
and upper bounds as defined above. The results are summarized in
Figure 7, which includes the estimate for total operational risk (red
line) as a benchmark.

We use the value-at-risk (VaR) as the measure of appropriate
capital from the estimated cyber loss distributions. The value of
the VaR for the distribution of cyber losses is only a fraction of
total operational VaR if the calculation is based on the analytical
approach. At the lower bound, the value ranges between 0.04 and 0.8
percent of the gross income of the consortium, which corresponds to
around 338 EUR million and 7.8 EUR billion, respectively. At the
upper bound this can jump up to around 2.5 percent at the peak in
2012. These figures reflect that cyber risk is a small fraction of total
operational risks, as discussed above. At the time of the peak this
would have represented around a third of total operational losses.
These results should be interpreted with caution, not least in that
they should be taken to underplay the threat of cyber risks. First,
by construction the definition of operational risk is much broader
and encapsulates cyber risk and thus will naturally be larger. Sec-
ond, cyber is an emerging risk and reporting cyber-related losses is
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not always mandatory—thus their true distribution is very challeng-
ing to estimate. Accordingly, not all the costs of cyber events may
be covered in our approximation. Third, our estimates group losses
across the entire consortium and thus represent the total impact
of cyber incidents on the financial sector as a whole. However, an
isolated incident that leads to the business disruption of a large
financial institution and/or market infrastructure could have dire
consequences for the institution and pose a significant systemic risk
due to risk concentration and the lack of substitutes in the case of
financial market infrastructures. Potential scenario analyses include
cyber attacks affecting the availability of a major payments system,
or a breach that compromises the confidentiality of key financial or
personal data, or corrupts the data of a major financial institution or
data provider (Boer and Vazquez 2017; Monetary Authority of Sin-
gapore 2018; European Systemic Risk Board 2020). One key finding
is that intentional data manipulation could be especially damaging,
as it may erode confidence, triggering feedback loops, and require a
prolonged recovery period.

7. Conclusions

The GFC drew the attention of regulators and academics towards
operational risk. Moreover, the shift to the new standardized
approach in Basel III and especially the threat of cyber events fea-
ture prominently in policy debates around operational risk. We con-
tribute to the debate by using a unique cross-country data set at the
operational loss event level for over 14 years and more than 70 large
banks.

We provide stylized facts as a basis for discussions of operational
risk in the financial sector. After a spike in operational losses in the
immediate aftermath of the GFC, operational losses declined. The
post-crisis spike is to a large extent accounted for by the severity of
losses related to improper business practices that occurred in large
banks in the run-up to the crisis, which materialized only later. An
example of such event is the mis-selling of mortgage-backed securi-
ties that took place around 2005/06 but was crystallized as a loss
in the books of banks only a few years later, when heavy fines were
imposed.
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We compute operational value-at-risk and show it can vary sub-
stantially depending on the methodology. The average VaR for the
financial institutions in the sample ranges from 1 percent to 7.5
percent of total gross income, depending on whether the method
used is better able to capture the heavy-tailed nature of the data.
These numbers are consistent with actual capital requirements, but
notably smaller than the basic indicator approach. Our results pro-
vide some support for the shift to the standardized approach in Basel
III. First, this would reduce heterogeneity of estimates across banks
that come from various AMA methodologies. Moreover, the simpli-
fied approach could also free up resources at banks and supervisory
authorities.

We document a substantial lag between the dates of discovery
and recognition of loss events. On average, it exceeds one year, but
it varies across regions, business lines, event types, and bank size.
Internal fraud events and failures due to improper business practices
are less likely to be discovered than other events, especially when the
size of the financial firm is small. These findings can inform policy
discussions on compensation practices.

We show that operational losses are higher after periods of
excessively accommodative monetary policy. In other words, the
link between monetary policy, and bank risk-taking found in the
literature also extends to operational risk-taking. A higher qual-
ity of financial regulation and supervision is associated with lower
operational risk losses. We also find that periods of increased
bank competition correlate with future reductions in operational
losses.

Finally, we use the categorization of operational loss events to
compute a proxy range of cyber events, a subset of operational
events. Cyber losses represent a relatively small portion of overall
operational risk losses, especially in terms of frequency. That said,
recent years saw a notable increase in losses due to cyber events,
with a strong peak in 2016. We note that a higher quality of finan-
cial regulation and supervision is also associated with lower cyber
losses. Despite representing a relatively minor share of operational
losses, cyber losses can account for up to a third of total operational
risk capital. Better estimating the cost of cyber events for financial
institutions is an important area for future research.
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Appendix A. Description of the Calculation of Capital

A.1 Extension of the Internal Measurement Approach

As done with all frameworks under the advanced measurement
approach, the internal measurement approach partitions a bank’s
operational risk exposures into a series of business lines and opera-
tional risk event types. Each intersection of business line and event
type is known as a cell. For each cell, a separate expected loss figure
is calculated. Due to data limitations, we use solely business lines
as individual cells rather than the intersection of business lines and
event types. A γ factor is then used to translate the expected loss into
a capital charge. Alexander (2008) proposes a method to determine
the γ factors that translate into observable quantities in the loss fre-
quency distribution, and therefore the parameter can be calibrated
based on operational risk data.

The basic idea is to map the expected loss to a level of capital
that covers the unexpected annual loss, defined as the 99.9th per-
centile of annual loss net of mean annual loss, shown in Figure 4.
Alexander’s alternative γ factors, labeled as φ, are thus defined as
follows:

φ = (99.9thpercentile − mean)/standard deviation,

where mean and standard deviation refer to the measures of the
annual loss distribution. Under the assumption that loss severity is
random, Alexander’s approach suggests φ is calculated as follows:

φ = (99.9thpercentile − λμL)/
√

λ(μ2
L + σ2

L), (A.1)

where σL is the standard deviation of annual losses, μL is the mean
of annual losses, and λ is the mean frequency of losses under the
assumption they follow a Poisson distribution. The calculation of
operational risk capital then becomes

KIMA = φ × μL ×
√

λ ×

√
1 +

(
σL

μL

)2

. (A.2)
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The term

√
1 +

(
σL

μL

)2
is included to account for the uncertainty

in loss severity. Note that higher variation leads to a greater the cap-
ital charge. To calculate the operational risk capital based on this
approach, we first obtain the mean, μL, and standard deviation, σL,
of annual losses from the ORX database. For each business line, i,
we use maximum-likelihood estimation to fit λ̂i and then compute
the estimate of φ̂i from Equation (A.1).

A.2 LDA and Bayesian Methodology

The LDA gives great flexibility to banks with respect to estimating
the capital necessary to cover operational losses. In our analysis we
use two models from the LDA suite for capital calculation. In this
section we focus on the Bayesian approach, and note that the alter-
nate Markov chain Monte Carlo (MCMC) methodology also used in
our analysis follows a similar logic. More details on this approach
and LDA more widely can be found in Cruz, Peters, and Shevchenko
(2015).

Various methodologies can be used to estimate the frequency
and severity distributions and subsequently perform the convolution
of the two. Here, we detail a Bayesian approach to estimating the
annual loss distribution, which tends to give greater flexibility and
avoids estimation problems typically encountered when working with
extreme value distributions. We consider non-informative priors for
which Bayesian estimates converge to maximum-likelihood ones. We
follow the approach used by Figini, Gao, and Giudici (2015) to esti-
mate the annual loss distribution, considering a convolution between
a generalized Pareto distribution for the mean loss (severity), with
a Poisson distribution for the number of loss events (frequency), as
in Chavez-Demoulin, Embrechts, and Nešlehová (2006).

The annual losses can be written as a product of frequency (the
number of loss events during a certain time period) and severity (the
mean impact of the event, in terms of financial losses, in the same
period). In particular,

Lit = sit × nit, (A.3)

where for the business line/event type intersection i and for t time
periods available, Lit denotes the annual operational loss, sit denotes
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the severity, and nit denotes the frequency. As noted above, we aggre-
gate over business lines rather than the intersection of business lines
and event types. Following the operational risk literature, we con-
sider the following three general assumptions: (i) within each inter-
section i, and each time period t, the distribution of the frequency
nit is independent of the distribution of the severity sit; (ii) for any
given time period t, the losses occurring in different intersections,
i, are independent of each other; (iii) for any given intersection, i,
losses occurring in different time periods, t, are independent of each
other.

Let f(st|θ) and f(nt|λ) denote the likelihood functions of the
severity and frequency, respectively, where θ denotes the parame-
ter vector of the severity distribution and λ denotes the parame-
ter vector of the frequency distribution; we have that, according to
assumptions (i)–(iii):

L(s, n|θ, λ) =
T∏

t=1

f(nt|λ)f(st|θ). (A.4)

While expert input can be useful to construct informative pri-
ors, we use uninformative priors with high variance, as in Dalla Valle
and Giudici (2008). For the frequency, we use the conjugate gamma
distribution.

λi ∼ Γ(α, β) (A.5)

We choose α = 0.01 and β = 0.01. The severity is assumed to
follow a general Pareto distribution:

Fi ∼ GPD(μ, ξ, σ). (A.6)

First, we assume the location parameter, μ = 0. We then follow
Cabras and Castellanos (2007) and use an uninformative prior for ξ
and σ of the severity distribution.

π(ξ, σ) ∝ σ−1(1 + ξ)−1(1 + 2ξ)−1/2, ξ > −0.5, σ > 0 (A.7)

Since there are no analytical solutions to this problem, we use the
Metropolis-Hastings algorithm to estimate the posterior distribu-
tions of the annual frequency and severity. We then take the convo-
lution of the two distributions to obtain the annual loss distribution.
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Appendix B. Additional Tables and Figures

Table B.1. Overview of Business Lines Based on the
Operational Risk Reporting Standards of ORX

Business Linea Description

Corporate
Finance

Structuring, issuance, or placement of securities
and similar instruments, not just for capital
raising

Trading and Sales Products/positions held in the Trading Book of
the firm and corporate investments

Retail Banking Retail loans, retail deposits, banking services,
trusts and estates, investment advice,
cards—credit and debit

Commercial
Banking

Project finance, real estate finance, export
finance, trade finance, factoring, leasing, loans
guarantees, bills of exchange

Clearing Financing and related services
Agency Services Bank account, deposit services, “plain vanilla”

investment products
Agency

Management
Management of individual assets invested in

financial instruments on behalf of others (i.e.,
not in the bank’s own name for its own
account) in which the bank has the power to
make investment decisions. This includes
activities where each customer’s assets are held
in a separate portfolio, as well as those where
the assets of different customers are pooled in
one portfolio

Retail Brokerage Various services related to administration and
management of estates, trusts, assets,
portfolios, etc.

Private Banking Limited category for items that can only be
categorized at corporate level

aThe definitions of business lines used by ORX are mapped to those used under the
Basel II framework.
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Table B.2. Overview of Regions and Sub-regions

Region Sub-regions

North America United States, Canada
Latin America

and Caribbean
—

Eastern Europe —
Western Europe Southern Europe, Northern Europe, United

Kingdom, Western Europe
Asia/Pacific —
Africa —
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Table B.4. Panel Regression of
Contemporaneous Variables

Dependent Variables

Regressor Lossit
Incomeit

Freqit
Incomeit

Severityit
Incomeit

A. Recognition Date

Taylor Rule –0.0829** –0.0708* –0.0120
(0.0359) (0.0397) (0.0349)

Boone Indicator 0.870 0.711 0.159
(0.619) (0.481) (0.677)

Credit-to-GDP Gap 0.00594 0.0124 –0.00645
(0.0124) (0.0130) (0.00571)

Supervisory Index –3.17 –2.44 –0.723
(2.64) (1.95) (1.08)

R2 0.1 0.19 0.19
N 123 123 123

B. Occurrence Date

Taylor Rule –0.0578** –0.0491** –0.00870
(0.0239) (0.0241) (0.0201)

Boone Indicator 1.01 0.889** 0.117
(0.620) (0.379) (0.653)

Credit-to-GDP Gap 0.0128 0.0124* 0.00033
(0.00852) (0.00681) (0.00531)

Supervisory Index –0.0972 –0.439 0.342
(1.83) (0.819) (1.20)

R2 0.12 0.29 0.29
N 123 123 123

Time FE Y Y Y
Region FE Y Y Y

Note: The table contains the results of a panel regression with all macroeconomic
variables. The dependent variables are the logarithm of the loss, frequency, and sever-
ity normalized by income. Standard errors are robust with small sample correction.
*, **, and *** denote significance at the 10, 5, and 1 percent level, respectively.
All standard errors are robust to small sample. Panel A shows the coefficients when
aggregating by recognition date and panel B by occurrence date.
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Table B.5. Operational Losses and the Macroeconomic
Environment, with Bias Adjustment

Dependent Variable
TotalLoss
Income

Frequency
Income

Severity
Income

Panel A

Credit-to-GDP Gap — 4 Lags 0.0061 0.0061 0.00064
(0.0096) (0.0096) (0.0047)

Credit-to-GDP Gap — 8 Lags 0.0071 0.0071 0.0039
(0.0095) (0.0095) (0.0040)

Panel B

Taylor Rule Dev. — 4 Lags –0.046** –0.061** 0.015
(0.022) (0.028) (0.021)

Taylor Rule Dev. — 8 Lags –0.069** –0.095* 0.026
(0.031) (0.055) (0.036)

Regional Fixed Effects Y Y Y
Time Fixed Effects Y Y Y

Note: The table is divided into two panels summarizing the results from 12 panel
regressions. Each column denotes the dependent variables used, which are logged
and corrected for an underreporting bias. For these regressions we extend our data
collection of the credit-to-GDP gap and deviations from the Taylor rule to match the
full database at 2018:Q3. Each panel distinguishes between the dependent variables
used. The coefficients shown are the sum of the lagged variables, i.e., the cumulative
effect—for example, at four lags the coefficient reported is

∑4
i=1 β̂i. A robust sum of

standard errors is reported in parentheses. The sum of standard errors is calculated
as

√
L′V L, where L is a (0,1) vector that denotes the linear combination of regressors

and V is the estimated robust covariance matrix. We test that the sum of coefficients
is significantly different from zero. The asterisks denote the significance as follows:
* p < 0.1, ** p < 0.05, *** p < 0.01. All regressions are two-way fixed-effects models,
including a regional and time effect.
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Figure B.1. Sample Size and Frequency of Events

Note: The plot shows the total number of incidents per year alongside the total
income of the consortium. The bars denote the total income (right axis) and the
line denotes the frequency of incidents (left axis).

Figure B.2. Loss and Frequency over
Time Partitioned by Bank Size
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Figure B.3. Confidence Intervals for VaR

Note: The plot shows the estimated operational risk capital by two different
methodologies and the 95 percent confidence interval for the location of the 99/9
percent quantile of the annual loss distributions. These are calculated by using
the approximation put forward in Cruz, Peters, and Shevchenko (2015). The
upper or lower bound can be calculated as B = Kα ± F −1

N

√
(Kα(1 − α)), where

K denotes the number of Monte Carlo random draws of the annual losses, F −1
N

the inverse of the standard normal distribution, γ the desired confidence interval,
and α the chosen quantile.
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Figure B.4. Estimated Survival Curves by Region

Figure B.5. Estimated Bias Factor by Region
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Figure B.6. Annual Frequencies
Adjusted for Data Bias by Region
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Figure B.7. Loss and Frequency of
Cyber Losses by Event Type

Note: On the left-hand side of the quadrant of plots we show the total value of
losses per year divided by the total consortium annual income. On the right-hand
side we display the frequency divided by income (in billions). The upper panel
of the quadrant of plots shows incidents aggregated by date of occurrence and
the bottom panel by date of recognition. Each bar is partitioned by cyber event
type.
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Figure B.8. Loss and Frequency of
Cyber Losses by Region

Note: On the left-hand side of the quadrant of plots we show the total value
of losses per year divided by the total consortium annual income. On the right-
hand side we display the frequency divided by income (in billions). The upper
panel of the quadrant of plots shows incidents aggregated by date of occurrence
and the bottom panel by date of recognition. Each bar is partitioned by region.
Abbreviations in the legend are defined as follows: APAC: Asia/Pacific; East
EU: Eastern Europe; Latam/Carib: Latin America and the Caribbean; North
Am: North America; and West EU: Western Europe.
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Figure B.9. Loss and Frequency of
Cyber Losses by Bank Size

Note: On the left-hand side of the quadrant of plots we show the total value of
losses per year divided by the total consortium annual income. On the right-hand
side we display the frequency divided by income (in billions). The upper panel of
the quadrant of plots shows incidents aggregated by date of occurrence and the
bottom panel by date of recognition. Each bar is partitioned by bank size.
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This is one of the first studies to analyze the Bank of
Japan’s (BOJ) yield curve control since 2016. The BOJ set
a target range for 10-year Japanese government bond (JGB)
yields and introduced distinct policy instruments. A fixed-price
(i.e., unlimited-amount) purchase operation for the 10-year
JGBs effectively reduces yields to the target range, although
this effect may not immediately extend to the interest swap
rate. The BOJ has also made regular fixed-amount purchase
operations endogenous to yields and adjusted the growth rate
of its balance sheet. These instruments, together with the
enhanced forward guidance, have made investors’ expecta-
tions convergent, and yields have become stationary and less
volatile.

JEL Codes: E43, E52, E58, G12.

1. Introduction

In September 2016, the Bank of Japan (BOJ) started an innova-
tive monetary policy regime termed yield curve control (YCC). To
control short- and long-term yields of Japanese government bonds
(JGBs), the BOJ set a goal to keep 10-year yields within a cer-
tain range at zero (e.g., between −0.1 percent and 0.1 percent).
To achieve this goal, the BOJ launched a dual bond purchase pro-
gram consisting of both traditional fixed-amount bond auctions and
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newly introduced fixed-price (i.e., unlimited-amount) purchases of
10-year JGBs termed “Sashi-Neh” operations. The YCC is a far
bolder regime than the previous large-scale asset purchases (LSAPs),
which began in 2001 before other central banks’ LSAPs (Ueda 2012;
Krishnamurthy and Vissing-Jorgensen 2013; Heckel and Nishimura
2020; Ito and Hoshi 2020). Recently, the YCC has attracted signifi-
cant attention since the U.S. Federal Reserve System (Fed) actively
discusses this policy (e.g., Yellen 2018; Clarida 2019; Brainard 2020).
The Reserve Bank of Australia adopted the YCC in March 2020
(e.g., Lucca and Wright 2022).

The YCC regime is similar to the bond-price support regime
adopted by the U.S. Federal Reserve System during the 1940s
(Amamiya 2017). In April 1942, the Fed and the Treasury Depart-
ment agreed on a program to control interest rates (Woodford 2001).
Specifically, yields on 90-day Treasury bills were strictly pegged at
3/8 of a percent until June 1947, while yields on 25-year Treasury
bonds were maintained below 2.5 percent until 1951. The stationary
long-term yield expectations under the bond-price support regime
led to mean-reverting short-term interest rates. However, since the
Treasury-Fed Accord concluded this regime in 1951, no central bank
other than the BOJ has adopted a similar policy. A notable differ-
ence is that the BOJ sets a target yield range around zero (i.e., bond
price floors and caps) instead of completely pegging yields.

The present research is one of the first studies that analyze the
BOJ’s yield curve control. It demonstrates how the BOJ’s new mon-
etary policy works in the modern financial system. The BOJ’s inno-
vation is targeted at endogenizing its monetary policy by timing the
JGB market. Not specifying a bond purchase schedule is a unique
feature of YCC. Combined with its contrarian approach to purchas-
ing exchange-traded funds and real estate investment trusts (Hattori
and Yoshida 2021, 2022), this monetary policy regime is qualita-
tively different from the previous unconventional monetary policy
which included quantitative easing (QE) and LSAPs.

To analyze the largest fixed-price purchase operation (July 30,
2018), we use high-frequency data. Specifically, we test whether the
effect of the BOJ’s operation is confined to the 10-year JGB mar-
ket or whether it also extends to the interest rate swap markets.
In addition, we contrast this effect with that of smaller operations
on February 3, 2017, and July 27, 2018. Subsequently, we analyze
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the long-term effect of the YCC regime over six years by testing
whether YCC changes investor expectations and the statistical prop-
erties of JGB yields. Specifically, we test the convergence of investor
expectations under YCC and whether yields become mean revert-
ing, stationary, and less volatile across the entire yield curve, using
the methodology proposed by Mankiw, Miron, and Weil (1987) and
Hutchinson and Toma (1991).

Our findings are summarized as follows. First, the BOJ endog-
enizes its open market operations under YCC, unlike other central
banks’ QE. Under the zero lower bound (ZLB), endogenous QE can
be more effective than conventional monetary policy (Sims and Wu
2020). In addition to inherently endogenous fixed-price operations,
the BOJ also makes its fixed-amount operations endogenous to JGB
yields. The 10-year yield Granger-causes the 10-year JGB auction
amount under YCC (i.e., a high yield Granger-causes an auction).
Before the YCC, causality runs in the opposite direction; an auction
decreases 10-year yields. Similar results are also obtained for JGB
yields of other maturities. Furthermore, as a result of endogenized
fixed-amount operations, there is a reduction in the growth of the
BOJ’s balance sheet, which correlates with yields.

Second, fixed-price operations effectively reduce 10-year JGB
yields down to the target range. However, the effect can be con-
fined to the JGB market for a significant period, especially during a
large operation. Although the relationship between the 10-year JGB
yield and the 10-year LIBOR (London interbank offered rate) swap
rate tends to be stable before and after a small fixed-price operation,
the spread increased significantly and remained high after the largest
operation. Using the difference-in-differences approach, we find that
the largest fixed-price operation decreased 10-year JGB yields but
not the 10-year LIBOR swap rate. This result suggests that the
fixed-price operation exerted its effect through the scarcity channel,
which is based on limits to arbitrage and market segmentation.

Third, investors’ yield expectations converge under YCC. The
dispersion of expert yield forecasts significantly decreased under
YCC when the BOJ imposed a narrow yield target range and
enhanced forward guidance. Moreover, the dispersion of yield fore-
casts is consistent across all maturities. Within these periods, the
BOJ conducted only three fixed-price operations. Therefore, the
BOJ’s YCC exerts its effects through investor expectations instead
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of frequent fixed-price operations. However, the dispersion increased
when yields drifted within a widened yield target range.

Fourth, as a result of endogenous interventions and convergent
expectations, the stochastic property of 10-year JGB yields changed
during YCC. Specifically, based on the trend-cycle decomposi-
tion, the cyclical component of 10-year yields became less volatile
under YCC, especially when a narrow target range made forecasts
less dispersed. Moreover, 10-year yields—which were non-stationary
before YCC despite QE and LSAPs—become stationary in the low-
volatility environment under YCC. However, yields become non-
stationary when investor expectations diverged due to drifting yields
in a wide target range.

Last, JGB yields across the entire yield curve, including shorter-
and longer-maturity JGBs, likewise become stationary when a nar-
row target range reduces forecast dispersion under YCC. Overall,
the BOJ effectively controls the entire JGB yield curve. However,
consistent with 10-year yields, shorter- and longer-term yields also
become non-stationary when the BOJ has a wide target range.

In summary, YCC is characterized by stable and stationary JGB
yields that are aligned with investor expectations. YCC is effective
when the BOJ combines (i) its balance sheet growth management
through endogenized fixed-amount operations, (ii) a yield cap main-
tained by fixed-price operations, and (iii) enhanced forward guid-
ance. These results suggest that the YCC regime is considered a
credible and effective means of controlling the yield curve. In par-
ticular, fixed-price (Sashi-Neh) operations are essential in changing
investors’ expectations and stabilizing JGB yields below the target
levels.

JGB yields are tightly related to the 10-year LIBOR swap rate
around a small fixed-price operation, but this no-arbitrage relation-
ship can temporarily break down in a large operation. Given the
significance of swap rates in pricing financial contracts and securities
such as corporate bonds and over-the-counter derivatives, mitigating
limits to arbitrage would be a viable policy to improve YCC.

Endogenous monetary policies can reduce asset price volatility by
offsetting the change in economic fundamentals but can also desta-
bilize the asset market (Yang and Zhu 2021). We find that YCC
significantly stabilizes interest rates by making investors’ expecta-
tions align with the BOJ’s. Although the BOJ does not expressly
state when bonds should be purchased, investors widely share the
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bank’s endogenous intervention rule. Thus, the bank effectively com-
municates its commitment to achieving a target rate through its
consistent behavior. Less volatile JGB yields can have large spillover
effects on other financial markets (Yang and Zhou 2017).

The remainder of this paper is organized as follows. Section 2
reviews the literature. Section 3 outlines the institutional back-
ground of the BOJ’s YCC. Upon clarifying our conceptual frame-
work in Section 4, we present the results in Section 5. Finally,
Section 6 concludes the paper.

2. Literature Review

Studies identify several channels through which LSAPs can affect
long-term interest rates: (i) the expectations/signaling channel,
(ii) the scarcity channel, and (iii) the duration risk channel (D’Amico
et al. 2012; Krishnamurthy and Vissing-Jorgensen 2013). The expec-
tations/signaling channel is based on the expectations hypothesis,
i.e., that the expected path of short-term rates determines long-
term rates. A central bank’s bond purchases affect long-term rates
through the bank’s signaling of future short-term rate policies and
the state of the economy. In contrast, the scarcity channel is based
on the preferred-habitat theory, which states that investors with
unique preferences for certain maturities create segmented bond
markets (e.g., Modigliani and Sutch 1966; Wallace 1981; Green-
wood and Vayanos 2014; Sudo and Tanaka 2021). A central bank’s
demand for long-term bonds increases bond prices in that matu-
rity segment. (Equivalently, a central bank’s purchases make long-
term bonds scarcer for investors.) Lastly, the duration risk channel
is based on the change in risk-averse arbitrageurs’ aggregate expo-
sure to risky longer-term bonds. As a central bank purchases long-
term bonds, arbitrageurs’ aggregate exposure to longer-term bonds
decreases, leading to a decrease in duration risk premiums for the
entire duration spectrum.

The literature on the Fed’s bond-price support regime of the
1940s is also relevant to our research. Friedman and Schwartz (1963)
frame this policy as the setting of price-level targets and point to
price expectations as the crucial factor supporting the Fed’s ability
to maintain the program. Eichengreen and Garber (1991) build a
model where a target zone for the price level and an intervention
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rule create a target zone for the interest rate. Hutchinson and Toma
(1991) find that short-term interest rates were mean reverting under
the bond-price support regime. Alternatively, McCallum (1986) and
Barro (1989) show that a policymaker can peg the nominal rate by
committing to a particular money supply time path. Several studies
emphasize the relation with fiscal policy. Toma (1991) shows that
the credibility of the Fed’s bond-price support program depended
on the expected duration of the war and the government’s expected
use of tax income for postwar expenditures. More recently, Woodford
(2001) uses the bond-price support regime to illustrate the role of
fiscal developments in inflation determination under a non-Ricardian
paradigm.

Methodologically, our study is most closely related to Mankiw,
Miron, and Weil (1987) and Hutchinson and Toma (1991). Mankiw,
Miron, and Weil (1987) focus on the creation of the Fed and argue
that a change in policy regime affects the public’s expectation of the
future interest rate. In particular, they show that the nominal inter-
est rate switched from a stationary to a non-stationary process after
the creation of the Fed. Hutchinson and Toma (1991) extend the
work of Mankiw, Miron, and Weil (1987) and conclude that the peg
for long-term interest rates under the bond-price support program
of the 1940s led to the interest rate becoming a stationary process.

3. Institutional Background

The BOJ introduced its qualitative and quantitative monetary eas-
ing (QQE) policy in April 2013 to meet its 2 percent consumer price
index (CPI) inflation target in an aggressive time frame (Hattori
2020). Figure 1 depicts the time series of the 2-, 5-, 10-, and 20-year
JGB yields since the BOJ began implementing its QQE policy in
April 2013. Since then, the BOJ has annually increased the mon-
etary base by approximately 80 trillion yen through open market
operations, i.e., the purchase of assets such as JGBs. In January
2016, the BOJ announced a negative interest rate (−10 basis points)
on the current accounts held by financial institutions at the BOJ.1

1Introduction of “Quantitative and Qualitative Monetary Easing with
a Negative Interest Rate,” https://www.boj.or.jp/en/about/press/koen
2016/data/ko160203a1.pdf.

https://www.boj.or.jp/en/about/press/koen_2016/data/ko160203a1.pdf
https://www.boj.or.jp/en/about/press/koen_2016/data/ko160203a1.pdf
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Figure 1. Japanese Government Bond Yields

Note: This figure depicts constant-maturity yields for the Japanese government
bonds (JGBs) of different maturities (2, 5, 10, and 20 years) between April 1,
2013, and December 31, 2021.

In September 2016, the BOJ introduced “QQE with Yield Curve
Control,” a policy aimed at controlling interest rates of various terms
through market operations.2 The BOJ set a target to keep 10-year
yields within a certain range under YCC. Here, we define three YCC
phases: narrow-range YCC, wide-range YCC, and YCC with indef-
inite forward guidance. In the first phase (between October 2016
and July 2018), the BOJ had a target yield range between −0.1
percent and 0.1 percent. The second phase (between August 2018
and October 2019) is characterized by a doubled target range.3 In
the third phase, the BOJ additionally removed the time horizon for
its forward guidance; namely, “the Bank expects short- and long-
term interest rates to remain at their present or lower levels as long

2New Framework for Strengthening Monetary Easing: “Quantitative and
Qualitative Monetary Easing with Yield Curve Control,” https://www.boj.or.jp/
en/mopo/mpmdeci/mpr 2016/k160921a.pdf.

3“Strengthening the Framework for Continuous Powerful Monetary
Easing,” https://www.boj.or.jp/en/mopo/mpmdeci/state 2018/k180731a.htm/.
The BOJ further increased the target range to 0.25 percent in March 2021.

https://www.boj.or.jp/en/mopo/mpmdeci/mpr_2016/k160921a.pdf
https://www.boj.or.jp/en/mopo/mpmdeci/mpr_2016/k160921a.pdf
https://www.boj.or.jp/en/mopo/mpmdeci/state_2018/k180731a.htm/
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as it is necessary to pay close attention to the possibility that the
momentum toward achieving the price stability target will be lost.”4

To control the yield curve, the BOJ has employed two major
policy measures. First, the BOJ has pledged to increase the mon-
etary base until the year-over-year CPI inflation rate consistently
remains above a 2 percent target rate (“inflation-overshooting com-
mitment”). This policy measure is similar to the “average inflation
targeting,” which was subsequently adopted by the Fed. Forward
guidance for the policy rates is part of this policy measure. Second,
the BOJ influences both short- and long-term interest rates through
two methods of outright purchase operations: the competitive auc-
tion method (Kai-Kiri) and the newly introduced fixed-price method
(Sashi-Neh). The competitive auction method is the primary method
of purchasing 80 trillion yen in JGBs annually under QQE. Fixed-
price operations—introduced in September 2016 to better control
the yield curve—are conducted only when long-term interest rates
(typically 10-year JGB yields) approach or hit the BOJ’s target rate.

3.1 Competitive Auction Method (Fixed-Amount Operation)

For the competitive auction method, the BOJ determines the pur-
chase amount based on the differentials between the bid and ref-
erence rates. The BOJ has conducted outright purchase operations
almost every business day (except when there are monetary policy
meetings and JGB auctions) to divide the large required amount of
money supply into smaller amounts.

Like the Fed, the BOJ conducts multiple-security auctions. The
BOJ first announces specific maturity buckets that it will purchase
(i.e., less than 1 year, 1–3 years, 3–5 years, 5–10 years, 10–25 years,
and over 25 years). Subsequently, primary dealers and qualifying
financial institutions can submit their offer prices for JGBs in the
maturity bucket. The BOJ then purchases JGBs from the lowest-
price offer until it meets the target.

Under the YCC regime, the BOJ changed its behavior in regular
bond-auction operations. Before YCC, each auction amount was sta-
ble at approximately 400 billion yen. Under YCC, however, auction

4“Statement of Monetary Policy,” https://www.boj.or.jp/en/mopo/mpmdeci/
mpr 2019/k191031a.pdf.

https://www.boj.or.jp/en/mopo/mpmdeci/mpr_2019/k191031a.pdf
https://www.boj.or.jp/en/mopo/mpmdeci/mpr_2019/k191031a.pdf
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Table 1. Granger Causality Tests

Pre-YCC YCC Change in
Number of Apr. 2013– Oct. 2016– Probability

Lags Sep. 2016 Dec. 2021 Values
(1) (2) (3)

BOJ’s Auction Amount 1 0.0058 0.1588 0.1530
→ 10-Year JGB Yield (858) (1282)

2 0.0117 0.2360 0.2243
(857) (1282)

10-Year JGB Yield 1 0.5837 0.0184 –0.5653
→ BOJ’s Auction Amount (858) (1282)

2 0.6513 0.0074 –0.6439
(857) (1282)

Note: This table shows the results of the Granger causality tests. The entries in columns
1 and 2 are p-values for the null hypothesis that the first-named series does not Granger-
cause the second-named series. The number of observations is in parentheses.

amounts have fluctuated more frequently. Although an amount is
typically fixed for approximately six months, it is sometimes revised
at a monthly or shorter frequency (e.g., in July and August 2017 as
well as in June, July, and August 2018).

Table 1 shows Granger causalities between auction amounts and
10-year JGB yields. Before YCC, the auction amount Granger-
caused 10-year yields but not vice versa (column 1). Thus, regular
fixed-amount auctions were conducted regardless of the market yield
and affected subsequent yields. Under YCC, however, the Granger
causality of an auction amount on yields was insignificant, whereas
the Granger causality of yields on an auction amount was statis-
tically significant at least at the 2 percent level (column 2). Using
simple linear regressions, we confirm that the BOJ actively manages
auction amounts under YCC by increasing the purchase amount
when the 10-year yield is high. In other words, the BOJ controls
the yield curve by endogenizing its fixed-amount purchase decisions
based on market JGB yields.5

5This endogenous intervention behavior is not observed in the subsample dur-
ing QQE with a negative interest rate either. Thus, it is a unique feature of
YCC. In addition, Table A.2 in the appendix shows that the BOJ’s intervention
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Figure 2. Bank of Japan’s JGB Holdings

Note: This figure depicts the amount of JGBs held by the Bank of Japan under
QQE and YCC. The shaded area represents the YCC period. The dotted line
represents an extrapolated trend line based on the average JGB holding growth
rate before YCC.

3.2 BOJ’s Balance Sheet Management

The BOJ manages its balance sheet growth during YCC by control-
ling the total JGB purchase amount. Figure 2 depicts the BOJ’s JGB
holdings during QQE (pre-YCC) and YCC. Relative to the trend
line extrapolated from the pre-YCC period, the speed of the bal-
ance sheet growth has decreased during YCC. The growth of BOJ’s
JGB holdings has been particularly mild since 2020. Figure 3 depicts
the growth rate of three-month average JGB holdings and 10-year
JGB yields. The balance sheet growth rate steadily decreased dur-
ing the narrow-range and wide-range YCC and became positively
correlated with 10-year yields during YCC with indefinite forward
guidance (the correlation coefficient is 0.30).

This balance sheet growth management is likely a consequence of
BOJ’s endogenized bond purchase operations. Under YCC, the BOJ
does not increase its balance sheet significantly as long as yields fall
within the target range but does do so when yields increase toward

is also endogenous to 5- and 20-year yields under YCC. Therefore, by focusing
on 10-year yields, the BOJ effectively responds to the entire yield curve.
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Figure 3. Change in the BOJ’s JGB Holdings
and 10-Year Yields under YCC

Note: This figure depicts the percentage change in the Bank of Japan’s three-
month average holdings of JGBs (solid line) and 10-year JGB yields (dashed
line) under YCC. The three monetary policy regimes are narrow-range YCC
(from October 2016 to July 2018), wide-range YCC (from August 2018 to
October 2019), and YCC with indefinite forward guidance (from November 2019
to December 2021).

the upper bound of the target range. For example, the BOJ increased
its JGB holdings by 5.0 percent between February 2020 and Febru-
ary 2021 when yields increased from −0.153 percent to 0.168 per-
cent. Similarly, the BOJ accelerated its balance sheet growth rate
between July 2021 and October 2021 while yields increased from
0.022 percent to 0.101 percent.

3.3 Fixed-Price Method

For the fixed-price method, the BOJ purchases JGBs at a specified
price by accepting all offers except under special circumstances. The
Bank of Japan (2019) states that the BOJ stands ready to offer
fixed-price operations when the yield curve shifts significantly. Since
announcing this new type of operation in September 2016 until the
end of 2021, the BOJ has announced a total of six fixed-price pur-
chase operations for 10-year JGBs, although the bank has conducted
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only three in actuality. The yield cap is set at 0.1 percent–0.11 per-
cent. The six announcements were made on February 3, 2017 (723.9
billion yen), July 7, 2017 (no purchase), February 2, 2018 (no pur-
chase), July 23, 2018 (no purchase), July 27, 2018 (94 billion yen),
and July 30, 2018 (1.64 trillion yen). The time of each announcement
was either 10:10 or 14:00, except on February 3, 2017.

4. Conceptual Framework and Hypotheses

In a standard general-equilibrium model, the interest rate is deter-
mined for each period in a Walrasian equilibrium where the firm
sector’s total bond supply is equated with the household sector’s
total bond demand. This class of models does not provide an
ideal framework for analyzing a central bank’s open market oper-
ations, which do not change the total amount of bond supply or
demand.

Thus, an alternative approach for understanding a central bank’s
bond purchases is the preferred-habitat theory, which states that
unique investor preferences for certain maturities create segmented
bond markets (e.g., Modigliani and Sutch 1966; Wallace 1981;
Greenwood and Vayanos 2014). In a segmented bond market,
demand and supply are imperfectly elastic because investors’ reser-
vation values are heterogeneous and based on differences in beliefs,
information sets, risk preferences, portfolio holdings, and investment
objectives.6 In this framework, a central bank’s fixed-amount oper-
ations can be modeled as a parallel shift of the demand for long-
term bonds (Vayanos and Vila 2020). However, these models do not
consider fixed-price operations.

Our key insight is that the BOJ shifts the demand curve to the
right by a fixed-amount operation but changes the shape of the
demand curve by a fixed-price operation. In a fixed-amount opera-
tion, the BOJ takes all ask quotes until it buys the specified amount.
Thus, transaction prices move up along the supply curve represented
by the ask-price schedule. By contrast, in a fixed-price operation,

6In the actual customer-broker market, a downward-sloping demand curve
and an upward-sloping supply curve are represented by brokers’ bid-price and
ask-price curves, respectively (e.g., Lyons 2008). We abstract from the market
microstructure.
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the BOJ does not shift the demand curve but makes the demand
curve flat at the target price. In other words, the BOJ changes
investors’ price expectations by providing a put option. By combin-
ing both fixed-amount and fixed-price operations, the BOJ creates
a floor on bond prices (i.e., a cap on bond yields). However, it is
difficult to disentangle the effects of fixed-amount and fixed-price
operations because investors’ price expectations are always affected
by the possibility of fixed-price operations, even without actual
purchases.

Effective YCC can also affect non-JGB interest rates through
arbitrage. In particular, the spread between 10-year LIBOR swap
rates and 10-year JGB yields will be stable regardless of the BOJ’s
JGB purchases if arbitrageurs actively take rate discrepancies away
between these two markets. However, if markets are segmented
because of limits to arbitrage or asset-specific demand, the swap
spread will increase after BOJ operations. For example, Jermann
(2020) develops a model to explain a negative swap spread in the
United States when frictions for holding bonds limit arbitrage.
Klinger and Sundaresan (2019) instead focus on the demand for
interest rate swaps and demonstrate that a negative swap spread
can be rationalized when pension funds use interest rate swaps to
hedge duration risks. The aforementioned studies suggest that the
JGB–swap relationship can be unstable when one of these markets
has a shock to demand or frictions. A negative swap spread has been
consistently observed for Japanese yen interest rate swaps and has
fluctuated more widely than USD interest rate swaps (Figure A.1 in
the appendix). Thus, a large demand shock to the JGB market may
affect the swap spread significantly. Consequently, our hypothesis is
as follows.

Hypothesis 1. After the BOJ purchases of 10-year JGBs, the
LIBOR swap spread increases.

Regarding 10-year JGB yields, we expect four potential impacts
of YCC. First, investors will have more homogeneous valuations, as
the BOJ’s yield cap will align investors’ expectations with those of
the central bank.

Hypothesis 2. Investor expectations on 10-year yields will converge
to the BOJ’s expectations.
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Second, we expect yields to be less volatile when the target yield
range is binding.
Hypothesis 3. Yields on 10-year JGBs become less volatile under
YCC if the target yield range is binding.

Third, bond yields will become stationary when the target yield
range is binding. Moreover, as Mankiw, Miron, and Weil (1987) and
Hutchinson and Toma (1991) argue, if YCC is credible and stabi-
lizes investor expectations, bond yields will be stationary without
frequent fixed-price operations. Thus, our hypothesis under credible
YCC is as follows:
Hypothesis 4. Yields on 10-year JGBs follow a stationary process
under YCC even without regular fixed-price operations.

Fourth, a corollary is that bond yields can become non-stationary
if the yield target range is wide and slack. In this case, yields can be
non-stationary while the YCC target range is satisfied.
Hypothesis 5. Yields on 10-year JGBs become non-stationary when
the yield target range is wide and slack.

Furthermore, for YCC to be effective, the BOJ’s price impact
needs to be transmitted to other maturities. Based on expectations
theory, the 10-year JGB yield R10,t depends on the weighted average
of the expected short-term rates (Hutchinson and Toma 1991):

R10,t = c10,t +
rt + Et

(∑9
i=1 rt+i

)
10

, (1)

where Et denotes the expectation formed at time t, rt denotes
the nominal short rate, and c10,t denotes a term premium on the
10-year bond. The BOJ’s purchase of 10-year JGBs can affect
shorter-term yields through two channels. First, the controlled
10-year yields restrict the path of expected short-term rates
(the expectations/signaling channel). The expectations theory also
extends to longer maturities by a similar argument. Second, term
premiums will decrease across the entire yield curve (the dura-
tion risk channel) if the BOJ’s operations decrease risk-averse arbi-
trageurs’ aggregate exposure to long-term bonds (Vayanos and Vila
2020). Therefore, the following hypotheses will hold if YCC is
effective.
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Hypothesis 6. Investors’ expectations are consistent between 10-
year yields and yields of other maturities.

Hypothesis 7. The stationarity property is consistent between 10-
year yields and yields of other maturities.

5. Result

5.1 Intraday Analysis

We test Hypothesis 1 regarding the no-arbitrage relation between
JGBs and the same-maturity LIBOR swap rate by analyzing intra-
day data from the date of the largest fixed-price operation (July 30,
2018). A tight relation between government bonds and the same-
maturity LIBOR swap rate is an important underpinning of financial
markets, as Krishnamurthy, Nagal, and Vissing-Jorgensen (2018)
note. In particular, the 10-year swap rate is widely used for vari-
ous long-term financial contracts because of its liquidity and nearly
risk-free nature through central counterparty (CCP) settlements.

On July 30, 2018, the BOJ purchased 10-year JGBs at a 0.1
percent yield with no restriction on the purchase amount. At 14:00
on the same day, the BOJ announced that it would purchase an
unlimited amount of 10-year JGBs through a fixed-price opera-
tion. The BOJ continued to purchase bonds at 0.1 percent until
15:30. It eventually purchased approximately 1.6 trillion yen worth
of JGBs.

Figure 4 depicts the time series of the on-the-run 10-year JGB
yield and the 10-year swap rate from 09:00 to 17:00. JGB yields
consistently increased from the opening yield of 0.101 percent and
reached 0.108 percent before 14:00. When the operation started at
14:00, JGB yields decreased sharply and stayed just below the target
rate of 0.1 percent. A 1.1 basis point decrease from the peak yield
to the ending yield (0.097 percent) is significant in this low-rate
environment. Conversely, swap rates increased during the operation
period and ended at a 0.8 basis point higher rate than at the open-
ing. The spread of the 10-year swap rate over the 10-year JGB yield
significantly increased during the fixed-price operation from 21.4 to
22.6 basis points. The BOJ’s operation in the JGB market did not
instantaneously propagate into the entire financial market.
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Figure 4. JGB and LIBOR Swap Rates during
the Largest Fixed-Price Operation

Note: This figure depicts the time series of the on-the-run 10-year JGB yield and
the 10-year swap rate (panel A) and the swap spread (panel B) from 09:00 to
17:00 on July 30, 2018. At 14:00, the BOJ announced a fixed-price operation to
purchase an unlimited amount of 10-year JGBs. The BOJ continued to purchase
bonds at 0.1 percent until 15:30. The minute-by-minute data are obtained from
Bloomberg.
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We test the change in the spread using the difference-in-
differences method, with 10-year swaps as the control group and
on-the-run 10-year JGBs as the treatment group. We use minute-
by-minute data from Bloomberg.

yi,t = 0.3186 −0.2144JGBi,t +0.0030Posti,t
(0.0004) (0.0006) (0.0006)

−0.0075JGBi,t × Posti,t + εi,t,
(0.0009) (2)

where yi,t denotes yields, JGBi,t denotes a dummy variable for
JGBs, and Posti,t denotes a dummy variable that takes the
value of one after 14:00 and zero before 14:00. The Newey-West
heteroskedasticity- and autocorrelation-consistent standard errors
are in parentheses. The largest fixed-price operation created an addi-
tional 0.75 basis point spread between the 10-year JGB yield and
the 10-year swap rate. This result is consistent with Hypothesis 1,
suggesting that arbitrage between these two markets is limited to
some extent. Although the 0.75 basis point effect may not be large,
it significantly affects pricing when yields are approximately 10 basis
points. A 0.75 basis point change is equivalent to a 7.5 percent
change in the current yield.7

We also examine the intraday yield data for two smaller fixed-
price operations on February 3, 2017, and July 27, 2018. Figure A.2
depicts 10-year JGB yields on the day of the first fixed-price oper-
ation.8 At 10:10, the BOJ announced its fixed-amount operation
but surprised investors for not including an anticipated fixed-price
operation. Yields sharply increased to 0.15 percent soon after this
announcement and hovered around 0.14 percent until the morning
market closed. As the afternoon market started at 0.151 percent,
the BOJ announced at 12:30, instead of the regular 14:00, their
purchase of an unlimited amount of 10-year JGBs at 0.11 percent.
Yields dropped to 0.11 percent within a few minutes and remained at
this level until around 14:00. Then yields slightly decreased further

7The 10-year swap spread remained large during August. It took more than
30 days for the spread to return to the original level of 21 basis points.

8The data are available on Bloomberg only until 15:00. In addition, we could
not obtain the intraday swap rate data for this day.
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to 0.10 percent by the end of the market. The bank eventually pur-
chased 723.9 billion yen of JGBs. Thus, the first fixed-price operation
effectively imposed a yield cap at 0.11 percent.

Figure A.3 shows the intraday yields and swap rates around
a fixed-price operation on July 27, 2018, a few days before the
largest fixed-price operation. Yields increased to 0.107 percent in
the morning market before dropping to 0.100 percent by the end
of the morning market. The figure shows a tight no-arbitrage rela-
tion between JGB and swap rates in the morning market. When
the BOJ announced a fixed-price operation at 14:00 at a lower yield
(0.10 percent) than the previous level, yields immediately decreased
to 0.087 percent and remained within the target range. Thus, the
BOJ purchased only 94 billion yen, 5.7 percent of the largest oper-
ation size, on July 30. The swap rate tightly followed JGB yields
except for the temporary divergence around the end of the operation
period. The swap spread was largely stable on this day.

Figure A.4 depicts intraday JGB yields for different maturities
on the days of three fixed-price operations (February 3, 2017; July
27, 2018; and July 30, 2018). As soon as an operation started, yields
for all maturities decreased from the values observed just before the
start of a purchase operation. Yields were already negative for two-
and five-year JGBs; thus, an additional decrease was limited. How-
ever, yields for most maturities tended to stay lower than the values
before an operation.

Overall, our intraday analysis shows that the BOJ’s fixed-price
operation affects JGB yields for different maturities, although the
effect tends to be the largest on 10-year yields. The no-arbitrage
relation between JGB yields and swap rates generally holds but can
break down immediately after a large-scale intervention in the JGB
market.

5.2 Expectation Dispersion

Hypotheses 2 and 6 involve investors’ expectations. YCC can align
investors’ expectations with those of the central bank (Hypothesis 2)
and make them consistent across maturities (Hypothesis 6). We use
the QUICK Monthly Market Survey, which is Japan’s largest expert
survey regarding the stock, bond, and foreign exchange markets. In
this survey, experts at securities firms, banks, and other institutional
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Figure 5. Dispersion of Forecast Yields

Note: This figure depicts the standard deviation of experts’ one-month-ahead
forecasts of 2-, 5-, and 10-year JGB yields for each survey month. The data are
obtained from the QUICK Monthly Market Survey.

investors provide their one-month-ahead forecasts of 2-, 5-, and
10-year JGB yields. We use the standard deviation of forecasts
among experts to measure the different expectations of investors.

Figure 5 depicts the time series of monthly standard deviations.
Before YCC, there was consensus among forecasters on 2-year yields;
however, forecasters disagreed on 5- and 10-year yields. For example,
standard deviations were less than 2 basis points for 2-year yields
but were 5 basis points for 10-year yields. Under YCC, however,
investor expectations converged significantly in two ways. First, the
standard deviation level decreased from approximately 5 basis points
at the start of YCC to 1.5 basis points in June 2018. This result sup-
ports Hypothesis 2. Second, expectation dispersion becomes consis-
tent across maturities. Forecast standard deviations for 2-year yields
are indistinguishable from those for 10-year yields under YCC. This
result supports Hypothesis 6. In addition, these results suggest that
convergent investor expectations are significant in stabilizing JGB
yields.
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Moreover, we note that the dispersion of investor expecta-
tions increased during the QQE with a negative interest rate
(between February 2016 and September 2016), a period marked by
non-stationary yields across the entire yield curve (Table 3). Dis-
persion also increased when the YCC target range was widened
(between August 2018 and October 2019), a period similarly marked
by non-stationary yields. Thus, we observe a link between elevated
expectation dispersion and non-stationary yields. In contrast, the
dispersion of investor expectations decreased under the narrow-range
YCC and the YCC with indefinite forward guidance, both of which
were characterized by stationary yields. Overall, the narrow-range
YCC and the indefinite forward guidance are effective in aligning
investor expectations.

5.3 The Stochastic Property of 10-Year JGB Yields

Through fixed-price operations, the BOJ places an option-like cap
on 10-year JGB yields at the 0.1 percent target rate. Thus, credi-
ble YCC will make 10-year yields hover around the target rate. For
more than 3 years before the start of YCC, 10-year JGB yields had
displayed a secular downward trend. Under YCC, however, yields
markedly stabilized, particularly by the end of 2018. In 2019, 10-year
yields remained negative.

Hence, we decompose JGB yields into cyclical (stationary) and
stochastic trend (non-stationary) components to better understand
the change in the stochastic property. We use monthly data and fol-
low Ravn and Uhlig (2002) in applying the Hodrick–Prescott (HP)
and Hamilton filters (Hamilton 2018).9 The Hamilton (2018) filter
is a robust detrending method based on an OLS regression. Specifi-
cally, we regress the current yield on the distributed one-year lag of
yields from two years ago. Figure 6 demonstrates that the HP- and
Hamilton-filtered trends are qualitatively identical. Panels A and B
of Figure 6 show the results of the decomposition. Both filters show
a steady decrease in the stochastic trend component before YCC
and during the narrow-range YCC. It reached zero in mid-2018 and
hovered around zero thereafter.

9The HP filter is applied with the smoothing parameter λ = 1600(3)4.
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Figure 6. Decomposed 10-Year JGB Yields

Note: This figure depicts the decomposed 10-year JGB yields by the Hodrick–
Prescott (HP) filter (panel A) and the Hamilton (2018) filter (panel B) from April
2013, when the BOJ started implementing its QQE policy. The monthly data are
obtained from Japan’s Ministry of Finance. For the HP filter, λ = 1600(3)4 based
on Ravn and Uhlig (2002). For the Hamilton filter, we regress the current yield
on the distributed one-year lag of yields from two years ago. The predicted error
provides the cyclical component.

Hypothesis 3 states that bond yields become less volatile under
YCC. To allow for regime-specific stochastic properties, we divide
the sample into five periods: (i) QQE (from April 2013 to January
2016), (ii) QQE with a negative interest rate (from February 2016
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to September 2016), (iii) narrow-range YCC (from October 2016
to July 2018), (iv) wide-range YCC (from August 2018 to October
2019), and (v) YCC with indefinite forward guidance (from Novem-
ber 2019 to December 2021). Table 2 shows that pre-YCC volatil-
ity was particularly large under the QQE with a negative interest
rate when 10-year yields became negative (column 2). We measure
volatility by the square root of the mean squared deviation from
the unconditional mean (i.e., zero). The volatility of the HP-filtered
cyclical component significantly decreased from 0.150 percent before
YCC to 0.082 percent under YCC (columns 6 and 7). The Hamil-
ton filter also suggests a decrease in volatility from 0.208 percent to
0.115 percent. F-tests strongly reject equal variances in both cases
(p-value equals 0.000). Thus, the YCC regime significantly stabilized
the JGB market, supporting Hypothesis 3.

Hypothesis 4 states that 10-year yields follow a stationary process
under YCC even without regular fixed-price operations. Simul-
taneously, we also hypothesize that 10-year yields can be non-
stationary when yields can freely drift within a wide target range
(Hypothesis 5). We test the stationarity of JGB yields by following
the unit-root tests developed by Mankiw, Miron, and Weil (1987)
and Hutchinson and Toma (1991).

Table 3 shows the results of the augmented Dickey-Fuller (ADF)
and Phillips-Perron (PP) unit-root tests based on the daily yield
data for 2-, 5-, 10-, and 20-year JGBs. The 10-year yield data show
significant differences in stationarity among these five periods. For
the initial QQE (columns 1 and 2), both tests fail to reject the null
hypothesis of a unit root. The p-values are 0.895 for the ADF test
and 0.929 for the PP test. Thus, 10-year yields were non-stationary
during the initial QQE. Yields continued to decrease below zero per-
cent during QQE with a negative interest rate (columns 3 and 4).
The tests marginally reject a unit root at the 10 percent level but
fail to reject it at the 5 percent or lower level. Yields were generally
non-stationary before YCC although they hit the zero lower bound
(ZLB). Thus, ZLB does not make yields stationary.

To confirm that yields around ZLB do not cause stationarity, we
also conduct unit-root tests for German federal bond yields (Table
A.3). Our sample period is between April 2015 and December 2021
because German bond yields hit ZLB in April 2015. Although a unit
root is rejected at the 5 percent level for 2-year bonds, it cannot be
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rejected for 5-, 10-, and 20-year yields. Thus, German data also show
that ZLB does not make long-term bond yields stationary.

However, when the BOJ started YCC, 10-year yields hovered just
below the upper bound of the BOJ’s narrow target range. The BOJ
actively announced fixed-price operations in this period when yields
exhibited a significant upward move. Both tests reject the null of
a unit root with p-values of 0.001 (columns 5 and 6). A stationary
yield process is also observed under YCC with the indefinite for-
ward guidance (columns 9 and 10). Both tests reject a unit root at
the 1 percent level. In this regime, the BOJ did not conduct a fixed-
price operation. Thus, stationarity is attributed to forward guidance
and endogenized fixed-amount operations. Thus, the data support
Hypothesis 4 on stationarity under YCC, especially when a target
range is binding on the upper bound. Interestingly, yields became
non-stationary even under YCC when the BOJ widened its target
range (columns 7 and 8). In this period, yields decreased to a nega-
tive range and reached the lower bound of the widened range. The
data are consistent with Hypothesis 5 about non-stationarity when
the target range is slack. Overall, stationary yields are observed when
the YCC target range is binding at the upper bound.

In addition, we estimate autocorrelations by following Mankiw,
Miron, and Weil (1987) and Hutchinson and Toma (1991). Before
YCC (from April 2013 to September 2016), autocorrelations for
10-year yields were consistently greater than 0.96 from the first
(0.996) to the tenth (0.964) order. Conversely, under the YCC regime
(from October 2016 to December 2021), autocorrelations decayed
from 0.987 in the first order to 0.907 in the tenth order (Table A.1).
Similarly, autocorrelations for five-year yields decayed under YCC
from 0.982 in the first order to 0.849 in the tenth order. This result
suggests that JGB yields became a mean-reverting process under
YCC. This mean-reversion result is analogous to what was observed
in the United States during the gold standard and the bond-price
support regime (Mankiw, Miron, and Weil 1987; Hutchinson and
Toma 1991).

5.4 JGBs of Other Maturities

The BOJ expects to control the entire yield curve through no-
arbitrage relationships between different maturities, although the
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direct target is for 10-year yields. If YCC is effective, JGB yields
should also be stationary for other maturities (Hypothesis 7). Table
3 shows the results of ADF and PP unit-root tests for 2-, 5-, and 20-
year JGB yields. The table shows the co-movement of test statistics
for different maturities over policy regimes. Under QQE until Jan-
uary 2016, JGB yields were non-stationary across the entire yield
curve despite aggressive LSAPs (columns 1 and 2). For example,
the p-values were 0.955 and 0.947 for two-year JGBs. After the BOJ
implemented a negative interest rate, ADF and PP test statistics
significantly increased in magnitude, and a unit root was rejected
for two- and five-year yields. However, a unit root was not rejected
for 10- and 20-year yields at the 5 percent level (columns 3 and 4).
Thus, long-term yields were non-stationary before YCC under QQE.

However, after the narrow-range YCC was implemented, 5-,
10-, and 20-year yields became stationary at least at the 5 percent
level (columns 5 and 6). For example, the p-value is 0.001 for
five-year yields. For two-year yields, a unit root was rejected at
the 10 percent level, although it was not at the 5 percent level
(the p-values are 0.052 and 0.077). Stationary yields are also
observed during YCC with indefinite forward guidance for 2-, 5-, and
10-year JGBs (columns 9 and 10). However, 20-year yields are non-
stationary in this period. Investors may not have expected an expan-
sionary monetary policy beyond the 10-year horizon. Yields are also
non-stationary for the entire yield curve under the wide-range YCC
between August 2018 and October 2019 (columns 7 and 8). Thus,
the binding YCC makes a large part of the yield curve stationary,
particularly when 10-year yields are on the upper bound of the target
yield range. These results support Hypothesis 7. Overall, YCC has
a qualitatively different effect on the yield curve from the previous
QQE when the yield target range is binding. This result supports
Hypotheses 4, 5, and 7 and implies that the BOJ has maintained
the credibility of the YCC among investors.

6. Conclusion

The BOJ’s YCC, which is equipped with fixed-price bond purchases,
is qualitatively different from the previous unconventional monetary
policy with quantitative easing and LSAPs. The BOJ effectively con-
trolled the yield curve by introducing an endogenous intervention
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rule instead of a fixed purchase schedule. Investors’ yield expecta-
tions converged under YCC, making JGB yields of all maturities
stationary and less volatile under YCC. Although a small fixed-
price operation affects swap markets through the no-arbitrage rela-
tion between JGB and swap markets, the effect of a large fixed-price
operation is confined to the JGB market immediately after the inter-
vention. Overall, these results confirm the credibility of the monetary
policy of the BOJ.
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Table A.2. Granger Causality

Pre-YCC YCC Change in
Number of Apr. 2013– Oct. 2016– Probability

Lags Sep. 2016 Dec. 2021 Values
(1) (2) (3)

BOJ’s Auction Amount 1 0.1413 0.5723 0.431
→ 2-Year JGB Yield (858) (1282)

2 0.2758 0.7078 0.432
(857) (1282)

2-Year JGB Yield 1 0.7261 0.2862 –0.4399
→ BOJ’s Auction Amount (858) (1282)

2 0.8951 0.3405 –0.5546
(857) (1282)

BOJ’s Auction Amount 1 0.0228 0.4335 0.4107
→ 5-Year JGB Yield (858) (1282)

2 0.0207 0.4409 0.4202
(857) (1282)

5-Year JGB Yield 1 0.6786 0.0458 –0.6328
→ BOJ’s Auction Amount (858) (1282)

2 0.901 0.0333 –0.8677
(857) (1282)

BOJ’s Auction Amount 1 0.0729 0.8696 0.7967
→ 20-Year JGB Yield (858) (1282)

2 0.2424 0.9812 0.7388
(857) (1282)

20-Year JGB Yield 1 0.6032 0.0001 –0.6031
→ BOJ’s Auction Amount (858) (1282)

2 0.266 0 –0.2660
(857) (1282)

Note: This table shows the results of the Granger causality tests. The entries in columns
1 and 2 are probability values for the null hypothesis that the first-named series does not
Granger-cause the second-named series. The BOJ’s auction amount is for 10-year JGBs.
The number of observations is in parentheses.
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Table A.3. Unit-Root Tests of
German Federal Bond Yields

ADF PP

2-Year Yield –2.940 –2.976
(0.041) (0.037)

5-Year JGB –2.395 –2.398
(0.143) (0.142)

10-Year JGB –1.766 –1.719
(0.397) (0.421)

20-Year JGB –1.497 –1.476
(0.535) (0.545)

Note: This table presents the results of the ADF and PP unit-root tests for 2-, 5-, 10-,
and 20-year German federal bond yields. The tests are based on daily data. The sample
period begins in April 2015 when yields hit the zero lower bound. The intercept is included
in these tests. P-values are shown in parentheses.

Figure A.1. USD and JPY Swap Spread

Note: This figure depicts a swap spread for USD and JPY from 2010 to 2021.
The swap spread is consistently negative for JPY throughout the sample period.



Vol. 19 No. 5 Yield Curve Control 433

Figure A.2. JGB Yields during the
First Fixed-Price Operation

Note: This figure depicts the time series of the on-the-run 10-year JGB yield
from 09:00 to 17:00 on February 3, 2017. At 12:30, the BOJ announced a fixed-
price operation to purchase an unlimited amount of 10-year JGBs at 0.11 percent
and bought 723.9 billion yen of JGBs. The minute-by-minute data are obtained
from Bloomberg.
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Figure A.3. JGB and LIBOR Swap Rates
during a Small Fixed-Price Operation

Note: This figure depicts the time series of the on-the-run 10-year JGB yield
and the 10-year swap rate (panel A) and the swap spread (panel B) from 09:00
to 17:00 on July 27, 2018. At 14:00, the BOJ announced a fixed-price operation
to purchase an unlimited amount of 10-year JGBs at 0.10 percent. The BOJ
purchased 94 billion yen of JGBs until 15:30. The minute-by-minute data are
obtained from Bloomberg.
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Figure A.4. JGBs of Different Maturities
during Fixed-Price Operations

Note: This figure depicts the time series of the relative yields for 2-, 5-, 10-, and
20-year JGBs on February 3, 2017 (panel A), July 27, 2018 (panel B), and July
30, 2018 (panel C). The yields are relative to the last value before the start of
an operation. The shaded region indicates the period of the BOJ’s fixed-price
operations. The minute-by-minute data are obtained from Bloomberg.



436 International Journal of Central Banking December 2023

References

Amamiya, M. 2017. “History and Theories of Yield Curve Control.”
Keynote speech at the Financial Markets Panel Conference to
commemorate the 40th meeting, Bank of Japan, January 11.

Bank of Japan. 2019. “Outline of Transactions for Outright Pur-
chases of Japanese Government Bonds, Introduction or Modifica-
tion of Schemes of Operations.” Financial Markets Department.

Barro, R. J. 1989. “Interest-Rate Targeting.” Journal of Monetary
Economics 23 (1): 3–30.

Brainard, L. 2020. “Monetary Policy Strategies and Tools when
Inflation and Interest Rates are Low.” Speech at the 2020 U.S.
Monetary Policy Forum, sponsored by the Initiative on Global
Markets at the University of Chicago Booth School of Business,
New York, New York, February 21.

Clarida, R. H. 2019. “The Federal Reserve’s Review of Its Monetary
Policy Strategy, Tools, and Communication Practices.” Speech
at the 2019 U.S. Monetary Policy Forum, sponsored by the Ini-
tiative on Global Markets at the University of Chicago Booth
School of Business, New York, New York, February 22.
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vulnerabilities and increase the resilience of the financial system.
However, since the 2008 crisis, new vulnerabilities have emerged,
such as the increasing foreign exchange (FX) debt by emerging mar-
ket economies (EMEs) which has contributed to the rise of currency
mismatches in banks’ and corporates’ balance sheets (Chui, Kuruc,
and Turner 2018), as well as households (OECD 2017). These devel-
opments have restarted a debate on the role of the exchange rate in
driving financial conditions and the appropriate toolkit to deal with
large exchange rate swings (Carstens 2019). Targeted macropruden-
tial tools may help on this front, when ensuring liquidity buffers for
bad times or reducing the FX exposure of different actors. In fact,
“currency-based measures” (CBMs), i.e., measures that apply less
favorable treatment on the basis of the currency of an operation,
have proliferated in the post-crisis period (Ahnert et al. 2021; de
Crescenzio, Golin, and Ott 2015).1 The few recent empirical studies
on this category of policies point to their effectiveness in reducing
credit growth (Fendoğlu 2017; Lepers and Mehigan 2019) or banks’
FX exposure (Ahnert et al. 2021). On the other hand, CBMs may act
de facto as measures hindering capital flows insofar as most of cross-
border inflows are denominated in foreign currency (de Crescenzio,
Golin, and Molteni 2017; Frost, Ito, and van Stralen 2020) or shift
the risks from banks to other sectors (Ahnert et al. 2021). As such,
it is important that costs and benefits of each measure are carefully
assessed.

This paper contributes to these efforts by assessing the effec-
tiveness of one of such tools, reserve requirements (RRs) applied
to banks’ liabilities, with a focus on foreign-currency-differentiated
ones, providing the first comprehensive analysis of the costs and
benefits of such instrument across a large sample of countries.

Reserve requirements are an interesting policy tool to study for
several reasons: First, the use of reserve requirements with a macro-
prudential intent has gained significant traction in recent years.
They have become an important part of the policy instruments
used to lean against the wind, mitigating credit cycle, notably
in the Latin American region (Lim et al. 2011; Terrier et al.
2011). This is even more the case for currency-differentiated RRs

1Beyond macroprudential measures, more drastic measures to reduce FX
exposure have been used such as forced or voluntary loan conversion programs
as seen in Eastern Europe (Fischer and Yeşin 2022).
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(OECD 2019) imposing a higher rate on FX liabilities, as they may
directly target currency mismatches and deposit and loan dollariza-
tion of the financial system—a common problem in several Latin
American economies.

Second, the specific properties of reserve requirements—
flexibility and experience—make them an appropriate countercycli-
cal instrument (Agénor, Alper, and Pereira da Silva 2018; Landau
2018). Reserve requirements were indeed part of the policy response
to the 2020 COVID-19 crisis in countries that had been experienc-
ing significant outflows: FX reserve requirements were cut in several
countries to ensure easier access to liquidity (OECD 2020).

Finally, from an empirical point of view, reserve requirements
present several advantages over other macroprudential tools: they
have been the most frequently used tool in the last decades (both
in terms of cross- and within-country variation), allowing sufficient
observations of policy adjustments to conduct meaningful economet-
ric analyses, and are more easily comparable across countries than
other tools.

Departing from traditional studies on effectiveness using binary
indicators, we directly use reserve requirement rates, which enables
us to separate a composition effect (gap between FX and LC rate)
and a volume effect (average rate) and to provide economic magni-
tude for the impact of policy changes. Specifically, we test the impact
of a change in the currency gap on a number of macroeconomic
variables of interest.

First, we find that a higher gap between FX and local-currency
(LC) reserve requirements appears effective in reducing currency
mismatch and dollarization in banks’ balance sheets, proxied by the
share of banks’ FX liabilities to total liabilities and the net FX posi-
tion of the banking sector. We find that a 1 percentage point increase
in the gap between FX and LC rates leads to a 0.1 and 1.6 per-
centage point decrease in these respective variables over one year,
and reaching 0.15 and 2.9 in models controlling better for potential
endogeneity.

Second, a higher gap appears to have a negative impact on cap-
ital inflows more broadly, notably inflows to non-banks and portfo-
lio debt inflows. We find that a 1 percentage point increase in the
gap between FX and LC rate leads to a reduction of portfolio debt
inflow to GDP of 0.1 percentage point over a one-year horizon. The
direction of the effect is in line with previous studies on the impact



442 International Journal of Central Banking December 2023

of currency-based measures on capital flows (Ahnert et al. 2021; de
Crescenzio, Golin, and Molenti 2017; Frost, Ito, and van Stralen
2020; Lepers and Mehigan 2019), which however could not speak
about the magnitude of the effect. An increase in the gap is also
associated with lower capital inflows to non-banks, albeit of smaller
magnitude.

Third, we find little evidence of domestic circumvention through
higher international debt issuance by corporates or higher cross-
border flows to corporates, nor international circumvention.

Controlling for endogeneity creating proxies for “exogenous”
changes in reserve requirements, we find that all our previously sig-
nificant results are confirmed and stronger evidence for the type of
transmission mechanisms highlighted in our conceptual framework.
We also test for evidence of non-linearity in the effect of changes in
reserve requirement rates depending on the initial level of the rate:
our baseline results are robust to the non-linearity hypothesis, while
showing some evidence of non-linearity for some of the dependent
variables.

Overall, this paper contributes to the broader literature on
the effectiveness of macroprudential tools by providing a detailed
analysis of benefits and potential externalities through domestic
and international circumvention of currency-differentiated reserve
requirements. It also represents, to our knowledge, the first study
capturing the intensity of reserve requirements, hence adding to
studies trying to get closer to intensity (Eller et al. 2020). Com-
paring our intensity-based results with results from a more classical
binary policy indicator reveals significant differences, highlighting
the necessity to better capture the intensity of policy measures in
effectiveness studies.

Our results have important implications for policymakers: as for
other macroprudential measures, there are important trade-offs in
using differentiated reserve requirements. The measure appears to
achieve several of its declared objectives, and in particular appears to
be an effective tool against dollarization and currency mismatch. On
the other hand, this paper finds that their use may also have broader
indirect effects on capital flows and as such may have features of
capital flow management measures.

The remainder of the paper is structured as follows: Section 2
describes the features and motivation of reserve requirements and
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a conceptual framework to explain possible channels; Section 3
presents the empirical model and the data used; Section 4 describes
the results for the direct impact, and the domestic and interna-
tional side effects. Section 5 presents robustness checks relative to
endogeneity and non-linearity of the effect; Section 6 shows the
importance of intensity-based measures compared with binary pol-
icy indicators. Section 7 concludes by presenting policy conclusions
and outlining avenues for further research.

2. Reserve Requirements Inside Out

2.1 Features

Reserve requirements generally apply to deposit-taking institutions,
to hold minimum reserves against their liabilities (“the reserve
base”), usually in the form of balances at the central bank, the min-
imum reserves being calculated as a percentage of the targeted bank
liabilities (“the reserve ratio”).

Beyond this basic definition, there is a wide range of reserve
requirements across countries, which arise from the numerous tech-
nical choices that have to be made in designing such tools. Apart
from the ratio, central banks have to decide whether and to what
extent the funds reserved at the central bank are remunerated, which
are the eligible reserve assets (deposits, vault cash, T-bills), and what
is the currency of maintenance of the reserves (any, local, or foreign
currency) (see OECD 2019 and Gray 2011 for a detailed discussion).

Also, central banks have to decide the scope of liabilities that
are covered by the reserve requirements: whether the reserves are
required only on deposits, or on a broader category, or on the full
scope of a bank’s financial liabilities—including loans and debt secu-
rities. Authorities may also exempt some liabilities from reserve
requirements: e.g., government deposits, acting therefore as a sub-
sidy for that particular type of liability.

Ratios can be further differentiated depending on the maturity of
such liabilities, e.g., charging a higher rate on more volatile, shorter-
term liabilities.

Most importantly for the purpose of the present paper,
reserve ratios may be differentiated depending on the currency
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denomination of the liabilities, with a lower or higher rate on foreign-
currency liabilities than local-currency liabilities.

From a policymaker’s perspective, one important benefit of
reserve requirements is the relative ease of their use, in part because
central banks have had decades of experience with reserve require-
ments when these tools were used as an integral part of the monetary
policy toolkit and as micro-prudential buffers. In most places, the
central bank has authority over the tool and can adjust the ratio
rapidly and flexibly.

Our data on reserve requirements are sourced from the compi-
lation efforts of Federico, Vegh, and Vuletin (2014), enhanced with
an OECD survey to members (OECD 2019)2 and complemented
with country-specific research, which allow us to fully add, adjust,
or extend the data in the case of Bulgaria, Croatia, Estonia, Ice-
land, Indonesia, Philippines, Russia, Slovenia, and Slovakia. The
final sample used for our empirical analysis is an unbalanced panel
of maximum 58 countries from 1999:Q1 to 2015:Q3. Country sample
and quarterly adjustments in RR are displayed in Figure A.1 and
Figure A.2 of the appendix.

2.2 From Monetary to Macroprudential Objectives, the
Changing Use of Reserve Requirements

Reserve requirements have been part of the monetary toolkit for
a long time, as a complement to, if not a substitute for, mon-
etary policy adjustment of the interest rates. In some countries
they have been a key component of a financially repressed econ-
omy (McKinnon 1973). There has since been a significant evolution
over time regarding the role of reserve requirements, which evolved
from a purely monetary policy instrument to a policy tool with
a diverse set of objectives and uses, including based on financial
stability motivations.

Figure 1 illustrates average reserve requirements ratios in
advanced economies (AEs) and EMEs since the 2000s, highlight-
ing a clear divide between EMEs and AEs: their use has declined

2The survey was conducted in 2018 with all countries participating in the
Advisory Task Force on the OECD Codes, which includes all OECD members,
G-20 members, and selected emerging markets. Further information is presented
in OECD (2019).



Vol. 19 No. 5 Assessing the Effectiveness 445

Figure 1. Average Reserve
Requirement Ratio (1999–2019)

Note: Simple average of reserve requirement ratios. Advanced/Emerging classi-
fication based on IMF WEO groupings.
Source: Authors’ calculations and data, notably based on Federico, Vegh, and
Vuletin (2014) and its 2019 update and OECD (2019).

in AEs, with the level of the ratios going down as countries reduce
significantly or repeal their reserve requirement framework. EMEs,
on the other hand, have tended to use reserve requirements more
actively, with an increasing trend in the run-up to the 2008 crisis,
followed by a reduction post-2008, after which it oscillated around a
more or less stable average. The difference in average ratios between
the two groups is also striking, with 11 percent on average for EMEs
and 1.5 percent for advanced economies.

Reserve requirements were first used for microprudential pur-
poses. Initially, they were to ensure that banks held a certain pro-
portion of liquid assets as a buffer. This prudential purpose is likely
outdated, following implementation of a series of financial regula-
tions, and notably the Basel framework.

They were and are still used for monetary control purposes and
adjusted, similarly to monetary policy, along the business cycle, e.g.,
to offset below-trend output growth (Federico, Vegh, and Vuletin
2014). The channel works through controlling reserves to affect credit
growth, and indirectly amounts to a change in interest rates. Com-
pared with central bank policy rate adjustments, however, raising
reserve requirements is less likely to attract capital inflows if they
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incentivize banks to raise lending rates without raising deposit rates
(Montoro and Moreno 2011). Indeed, all else equal, an increase in
the reserve requirement ratio increases the effective funding cost of
funding for banks with no actual change in the deposit rate. Recent
research found evidence that reserve requirements indeed work that
way, leading to higher lending rates. In contrast, raising policy rates
leads to both higher lending and deposit rates, hence potentially
attracting capital inflows by increasing carry trade opportunities
(Brei and Moreno 2019). In addition, in contrast to interest rates,
RRs may lead to exchange rate depreciation, which makes the bal-
ance sheet effects stronger and the tool more effective when firms
borrow in foreign currency (Glocker and Towbin 2012a).

More recently, however, reserve requirements have started to be
used with new objectives and following macroprudential considera-
tions. As mentioned, reserve requirements affect credit growth and
they may be used with a macroprudential intent to dampen credit
cycles when used countercyclically (Agénor, Alper, and Pereira da
Silva 2018; Glocker and Towbin 2012b; Mimir, Sunel, and Taşkin
2013). Studying theoretically the optimal mix of a typical short-term
policy rate and reserve requirements in a policy rule that smooths
out fluctuations in credit spreads over the cost of foreign borrowing,
Mimir and Sunel (2019) finds that when the central bank finds it
hard to use interest rates to lean against the wind for price-stability
reasons, reserve requirements may be an effective additional tool to
do so without forgoing substantial stabilization gains. Cantù et al.
(2019) also find that tightening single reserve requirements limits
the likelihood of financial distress. Beyond mitigating credit growth,
they may also in theory be used as a countercyclical liquidity tool
in ways that tools like the liquidity coverage ratio (LCR) and net
stable funding ratio (NSFR) cannot (Landau 2018).

Introducing a maturity differentiation would also help address
issues of maturity mismatches, insofar as banks would lengthen the
maturity of their funding structures if shorter-term liabilities are
taxed more.

Perhaps the most common way through which reserve require-
ments are and have been used as part of the policy toolkit for
macroprudential purposes is through differentiation by currency. A
number of central banks choose to impose higher reserve require-
ments on FX liabilities than on those in domestic currency. This
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Figure 2. RR Currency Differentiation (2015)

Note: The sample comprises the same sample as in Figure 1.
Source: Authors’ calculations and data, notably based on Federico, Vegh, and
Vuletin (2014) and OECD (2019).

policy choice is usually aimed at addressing country-specific issues,
such as discouraging the use of FX in the economy, e.g., fighting dol-
larization, reducing currency risk in banks’ balance sheets, and/or
for the purpose of managing capital flows.

Figure 2 highlights the distribution of countries that have
currency-differentiated reserve requirements, RR not differentiated
by currency, and no or zero-rate reserve requirements. A vast
majority of countries use low undifferentiated reserve requirements.
Figure 3 highlights the distribution of countries which impose reserve
requirements on deposit only, on short-term liabilities, with less than
two-year original maturity, and on all liabilities. This heterogeneity
in design may affect the below-described transmission channels for
our expected effects, but the empirical test is beyond the scope of
this paper and more suited for micro-data analysis.

Looking at the regional breakdown, FX-differentiated reserve
requirements have been widely used in Latin America, with countries
like Peru and Argentina raising in the post-2008 crisis period their
FX reserve requirements above 50 percent or 40 percent, respec-
tively. Countries like Brazil and Colombia adjust their undifferenti-
ated reserve requirements, and countries like Chile and Mexico use
a flat undifferentiated reserve requirement below 10 percent. Asian
economies employ undifferentiated reserve requirements, with China
and the Philippines using them in the range of 20 percent and other
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Figure 3. Liabilities Included in the Reserve Base (2015)

Note: Numbers in data label refer to the number of countries.
Source: Authors’ calculations and data.

economies in the region below 10 percent. In the group “Emerging
Europe,” Turkey, Russia, and Romania have been using differenti-
ated reserve requirements, with the latter country raising it above
30 percent in the period preceding and following the 2008 crisis
(Figure 4).

2.3 Costs and Benefits of Currency-Differentiated Reserve
Requirements: A Conceptual Framework

2.3.1 Channels

Different reserve requirements may affect various financial stability
outcomes through a number of channels (Figure 5).

A core financial stability outcome is the capacity of reserve
requirements to mitigate credit cycles. Single reserve requirements
are reserve requirements with a single rate for all liabilities cov-
ered, which act akin to monetary policy rates and make funding for
banks costlier across all liabilities covered by the requirements. This
higher cost of funding would be the same whether these liabilities
are to residents or non-residents. Through balance sheet effects, as
the balance sheet of the bank shrinks, the asset side will also be
affected, and like interest rates, higher reserve requirements should
lead to reduced credit growth, notably to domestic households and
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Figure 4. Regional Use of FX-Differentiated and
Undifferentiated RR (1999–2019)

Source: Authors’ calculations and data, based on Federico, Vegh, and Vuletin
(2014) and its 2019 update and OECD (2019).
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Figure 5. Stylized Transmission Channels

Note: The middle box represents a stylized bank balance sheet, with “A” =
Assets, “L” = Liabilities. “NFCs” = Non-financial Corporates. “RR” = Single
reserve requirements, “RR FX” = Reserve requirements differentiated by cur-
rency. Numbers refer to expected channels which reserve requirements may affect
and are described in the text of Section 2.3.

NFCs. This was most recently evidenced by Camors, Peydró, and
Rodriguez-Tous (2019) who, thanks to firm-level and credit registry
data, were able to test the impact on credit to the same firm, hence
controlling for change in borrowers’ characteristics.

When reserve requirements are differentiated by currency, with
a higher ratio for FX liabilities than local-currency liabilities, they
will affect the volume and composition of the liabilities. Funding in
foreign currency specifically will be less interesting compared with
local-currency funding because it is implicitly “taxed,” incentiviz-
ing banks to shift their funding mix toward local-currency fund-
ing (channel numbered as 3 in Figure 5 on the liability side of the
domestic banks). A composition effect reflected in a reduced share
of FX liabilities to total liabilities would be expected. In addition,
such differentiation may also affect the origin of funds, potentially
dis-incentivizing external sources compared with domestic sources,
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insofar as cross-border capital movements are usually denominated
in foreign currency and should thus have an impact on capital flows
to domestic banks (channel 1 in Figure 5).

Through balance sheet effects, there will be less funding avail-
able to extend FX loans on the asset side, which may be reflected by
a reduced share of FX loans or assets to total assets (channel 2 in
Figure 5). Recent work, notably using credit registry or bank-level
data, provides insights on some of the mechanisms: bank FX liabil-
ities do feed credit dollarization (Özsöz, Rengifo, and Kutan 2015),
with banks’ non-core FX liabilities feeding credit dollarization three
times more than core FX liabilities according to a study on Turkey
(Yılmaz 2020).3 The explanation may be related to the difference in
maturity of non-core versus core liabilities, the latter of which tend
to be significantly shorter.4

Overall, FX-differentiated reserve requirements are thus
expected to help countries with issues of dollarization on both the
asset and liability sides. They may also reduce currency mismatches,
with a better balance between FX assets and FX liabilities, as FX lia-
bilities are used to fund FX assets (difference between 2 and 3—FX
assets minus FX liabilities of domestic banks in Figure 5).

2.3.2 Externalities

On the other hand, reserve requirements entail a number of exter-
nalities, which this paper also tests for. The basic cost of reserve
requirements is that they effectively act as a distortive tax on bank
funding (with differentiation imposing further disadvantages to spe-
cific operations). As such, they may move the activity and potential
risk to non-regulated financial institutions, and may lead to finan-
cial disintermediation if calibrated excessively. The design of the
reserve requirements is in this regard crucial, as banks will seek to
use financial innovation to circumvent the requirement.

In the case of Brazil, Robitaille (2011) argues that the reserve
requirements induced banks to devise alternative funding sources:
large banks were able to create repos to substitute for time deposits,

3Traditional retail deposits are considered banks’ core liabilities.
4In the case of Turkey, the average maturity of FX deposits held at Turkish

banks is less than 3 months, while it is as high as 68 months for syndicated loans
(Yılmaz 2020).
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while smaller banks were forced to increase risky loan portfolio sales.
A recurrent finding in the literature on circumvention of macropru-
dential policy is that as macroprudential tools are usually applied to
banks, the market gap may be filled by other financial institutions
not covered by the policy (Aiyar, Calomiris, and Wieladek 2012)
and reserve requirements are expected to be no different.

If one focuses on credit to the private non-financial sector,
notably domestic NFCs, four types of institutions may theoreti-
cally fill the gap left by banks: (i) domestic non-bank financial
institutions, (ii) foreign branches when they are not covered by
the reserve requirements, (iii) cross-border loans from foreign banks
(depicted in channel 5), or (iv) international bond issuance (depicted
in channel 4).5

With regards to FX exposure, the recent analysis by Ahnert et
al. (2021) demonstrates a transfer of the FX exposure and currency
risk from banks to non-financial corporates. Banks reduce their expo-
sure, but at the same time non-financial corporates increase FX debt
issuance. Insofar as FX reserve requirements are expected to affect
domestic FX credit growth to NFCs, a similar shift to international
FX debt issuance by NFCs can be expected (channel 4).

Finally, there may also be changes in the composition of credit
portfolios of affected banks: there is recent evidence that, while bank
credit diminishes when reserve requirements are increased, banks
concentrate their portfolio in riskier firms (Camors, Peydró, and
Rodriguez-Tous 2019).

This paper analyzes and quantifies the impact of FX-
differentiated reserve requirements along these expected direct and
indirect channels.

3. Empirical Model and Data

Specifically, we seek to estimate the response of variables of interest
to changes in reserve requirement rates (either the local-currency
ones or the foreign-currency ones).

5The relative strength of such channels would depend on the size of these
different institutions and sectors in each country, as well as their participation in
global capital flows. Non-bank financial institutions of advanced economies are,
for instance, much more developed and integrated in the global financial system
than the ones of emerging economies.
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A major limitation of the existing literature on CBMs is the
reliance on binary variables such as tightening/easing variables, to
measure policy changes.6 A limitation of such an approach is that
such binary variables fail to capture the intensity of policy changes:
a tightening of an LTV (loan-to-value) cap from 100 to 80 percent
would be coded exactly the same as a tightening from 100 to 60
percent. This creates two problems: first, it provides no guidance on
the optimal amount by which to change policy; and second, it would
underestimate the impact of a one-off large change versus a series
of small changes.7 These issues have led the most recent literature
to move away from aggregate indices towards policy-specific stud-
ies, being able to capture the intensity of the tool while providing a
more precise identification of the transmission channels. These stud-
ies have so far focused on LTV ratios, which are comparable across
countries (Alam et al. 2019; Richter, Schularick, and Shim 2019).

Our data enable us to capture the intensity of reserve require-
ments and hence to provide information on the economic magnitude
of the effects.

Let us consider the following model:

ΔYit = α +
3∑

k=0

β1,k

(
ΔRRF

i,t−k − ΔRRL
i,t−k

)

+
3∑

k=0

β2,kΔaverageRRi,t−k

+
3∑

k=0

γL,kRBMi,t−k +
3∑

k=0

γF,kCBMi,t−k

+
3∑

k=0

γL,kMPMi,t−k + ΓXi,t−1 + δi + δT + eit. (1)

6For example, when a policy is tightened, an indicator-type variable takes the
value +1; when policy is loosened, it takes −1; and if it there is no change, it
takes 0.

7A few papers have tried to get closer to the intensity of policies: an early
attempt is Vandenbussche, Vogel, and Detragiache (2015) and Eller et al. (2020),
which tries in a study on Central and Eastern Europe to quantify the strength
of different macroprudential tools.
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The dependent variable ΔYit represents the change in one of the
many variables exposed in our conceptual framework in Section 2.3
on which reserve requirements may have an impact.

Changes in the reserve requirement rates are given by ΔRRL
i,t−k,

ΔRRF
i,t−k with the L and F superscripts representing the rates on

local-currency or foreign-currency liabilities. While a model adding
separately changes in these two rates would provide information
on the effectiveness of increasing the rate of RR L or RR F in
isolation, the economic rationale for the adjustment in currency-
differentiated RR relies on the idea of the size of the gap between
foreign- and domestic-currency liabilities and not on both rates sep-
arately. Increasing the gap

(
ΔRRF

i,t−k − ΔRRL
i,t−k

)
will be the key

criterion for creditors for a shift away from FX funding to local-
currency funding.

This said, by simply looking at the differential, we overlook
instances where the gap remains the same but reserve requirement
rates are increased (or decreased) overall. The change in the over-
all average level of reserve requirements will have an impact on our
outcome variables, which we ought to capture. We thus include the
change in the average reserve requirement rate in the economy as
an additional variable (ΔaverageRRi,t−k) capturing all changes in
levels, including from single reserve requirements. Overall, we thus
narrow the diversity of reserve requirements in our country sample
to three categories, three “rates”: the rates on local- or foreign-
currency liability for currency-differentiated RRs and the simple
average reserve requirement rate. When RRs are further differenti-
ated by the maturity of the liabilities, the average is computed.8 The
following model makes it easier to grasp the benefits of differentiated
RR and to interpret the results.

8We recognize that, in practice, the binding character of a reserve requirement
framework depends on the relative financing structure of each bank and that, as
a result, a simple average is not ideal (an average weighted by the relative share
of each type of liabilities would be necessary). This is the case at the country
level but also within each country at the bank level (global banks versus small
local banks will have different funding structures). For simplicity, due to data
constraints on even country-level funding structures and in light of the impor-
tant diversity of reserve requirements settings across countries, we take a simple
average.



Vol. 19 No. 5 Assessing the Effectiveness 455

All variables are indexed by i and t, identifying country and
quarter, respectively.

The policy controls RBMi,t−k, CBMi,t−k, and MPMi,t−k rep-
resent adjustments in residency-based measures (RBMs), currency-
based measures (CBMs), and other macroprudential measures
(MPMs) which are all policies that may have an impact on our
outcome variables. All of these variables are coded as +1 for each
tightening or introduction of measure during the quarter, and −1
for each easing or removal of a measure during the quarter. Values
may be higher than 1 and smaller than −1 in case several meas-
ures have been taken in the same policy category in the same quar-
ter. The data mostly come from OECD work: our data on capital
controls/residency-based measures is from a new data set collected
in Lepers and Mehigan (2019); currency-based measures and other
macroprudential tools (MPMs) are from Alam et al. (2019).

We also add a series of country-specific controls Xi,t−1, which
have been found in previous literature to be important drivers of our
outcome variables. Our baseline control variables for all regressions
Baseline controls include real GDP growth (year on year) to capture
the domestic business cycle, the domestic interest rate to capture the
domestic monetary policy stance,9 and the growth in the real effec-
tive exchange rate to capture appreciation and depreciation dynam-
ics.10 As there are important differences in the various dependent
variables we test, we add two additional dependent-variable-specific
controls: For all cross-border capital flow variables, we include the
change in sovereign ratings as in Ahnert et al. (2021) to capture
country risk. For FX exposure in bank balance sheets (FX loans
share, FX liability share, and net FX positions), we include a meas-
ure of inflation volatility,11 taken as the standard deviation of the
difference between the log CPI over the last eight quarters, which is
an important determinant of dollarization. We lag all of our control
variables by one quarter to limit endogeneity issues.

9We include the domestic interest rate as levels rather than change. Dickey-
Fuller tests confirm that this has no unit root and can thus be included as is,
consistent with Kuttner and Shim (2016). This is preferable because a large part
of our sample hasn’t seen many monetary policy changes.

10We also test exchange rate volatility instead of exchange rate changes, with-
out changes to the results.

11We thank the anonymous reviewer for this suggestion.
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All variables are described in detail in Table A.1 in the appen-
dix. Summary statistics for our dependent, policy, and control vari-
ables are provided in Table A.2. All continuous variables have been
symmetrically winsorized at the 2 percent level to limit outliers.

The choice of the lag structure for our policy variables is also
worth discussing. While there has not been any previous study on the
specific time after which a change in reserve requirement will have
an impact, we expect banks to react quickly to changes in reserve
requirements. We choose to assess the impact of reserve requirements
over a year’s time and thus a [t,t–3] lag structure. Such lag struc-
ture was also chosen in recent studies on currency-based measures
(Ahnert et al. 2021). While capturing the delay in the effectiveness
of a policy over a reasonable time period, it also eases interpretation
of the results. We take a similar lag structure for our other policy
variables (CBM, RBM, MPM).

In addition, the specification includes country and year fixed
effects δi and δT . The fixed-effect regression approach was chosen
because it helps us towards isolating the effect of the policy change
on the variable of interest by controlling for confounding sources of
variation. We thus control for consistent country-specific differences
in the outcome variables and for time-specific differences in the out-
come variables, such as a widespread drop in NFC debt issuance
during the financial crisis. The estimated coefficient on the policy
change measure thus captures the extent to which variation in the
outcome that is not due to country-specific or time-specific factors
can be explained by the change in policy. The coefficient β1 is inter-
preted as the magnitude of a change in the outcome variable in
response to an increase in the difference between the FX and local-
currency reserve requirement rate of 1 percentage point. Year fixed
effects were chosen over quarter fixed effects to limit the number of
variables in the regression, already important with the lag structures
of the policy variables. The error term is clustered by country but
is assumed independent across countries.12

There may be a simultaneity bias: the coefficients β1,k and β2,k

may be picking up the response of policy to changes in the variables

12We do not include a lagged dependent variable, as tests did not display sig-
nificant persistence of our outcome variables; its inclusion does not change the
results.
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of interest. This is somewhat addressed by our lag structure—we
control for the effect of policy change within the last year (covering
four quarters). We address the endogeneity issue more formally in
the robustness section by conducting a two-step regression frame-
work. Other models were considered, such as inverse propensity
weighting (IPW) used in Alam et al. (2019) and Richter, Schular-
ick, and Shin (2019)13 or dynamic and system GMM approaches,14

but none allowed us to address the simultaneity bias and relax the
assumption that policy responds with a lag without introducing
alternative assumptions deemed undesirable.

4. Results

4.1 Direct Effect on Outcomes Variables

Following the conceptual framework outlined in Section 2.3, we
first test the effectiveness of reserve requirements on a series of
variables which may be targeted by policymakers adjusting reserve
requirements.

13As noted by Jordà and Taylor (2016), IPW does not address simultaneity
bias. IPW will reduce the risk of bias due to the omission of other important
explanatory variables from the model. It is akin to the inclusion of control vari-
ables in a regression, with the benefit of being non-parametric and the limitation
that it can only be used where the explanatory variable is categorical. While con-
trolling for omitted-variable bias is important, we prefer in our baseline model to
control for omitted-variable bias by simply testing various control variables in the
main specification since a key contribution of our paper is to use a non-categorical
explanatory variable.

14We did not use dynamic and system GMM approaches, often used to address
simultaneity in panel applications, for two reasons. First, our data structure is
such that the panel dimension N (the number of countries) and the time dimen-
sion T (the number of quarters) are similar and reasonably large, while GMM
methods are intended for data sets with large N and small T (Blundell and
Bond 2000). When T is relatively large, as is the case in our data, there is an
instrument proliferation problem which biases the GMM coefficient estimates
towards the non-instrumented panel estimates and causes statistical tests for
mis-specification to be weak (Roodman 2009). The second problem is with the
lag structure. GMM requires that lagged values of the explanatory variable do not
affect the outcome, but we assume that reserve requirement changes can affect
outcome variables with up to four quarters’ lag. One could use the fifth lag and
earlier as instruments for the first lag, but the strong persistence of the explana-
tory variable required to justify that assumption may itself contribute to the
dynamic GMM weak instrument problem (Blundell and Bond 2000) and imply a
violation of the additional condition required for system GMM (Roodman 2009).
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Our outcome variables are the following: (i) total inflows to
domestic banks; (ii) the change in the share of FX loans to total
assets; (iii) the change in the share of FX liabilities to total liabil-
ities; (iv) the change in the net FX position of the banking sec-
tor.15 Dickey-Fuller panel unit-root tests confirm all variables are
stationary.16

Results are displayed in Table 1. For ease of interpretation of
the results, we also summarized the lag coefficients following Ahnert
et al. (2021) by taking the sum of the coefficients of the four lags
[t,t–3] and test whether the sum of all four coefficients is significantly
different from zero (p values instead of standard errors are displayed
in the table for reserve requirements coefficients, and italic is used to
differentiate from other coefficients). Such method allows us to sum-
marize the information provided by the four separate coefficients.

Regarding controls, GDP growth is generally associated with
higher flows and NFC debt issuance, as is an increase in sover-
eign ratings. Interest rate displays little statistical significance for
any of our dependent variables. Finally, depreciation of the effec-
tive exchange rate is associated with an overall increase in the share
of FX loans and FX liabilities in bank balance sheets, in line with
expectations. The respective effects of macroprudential, currency-
based, and capital control measures deserve detailed explanations
and more precise identification strategy beyond the scope of this
paper and have been discussed by a wide literature (e.g., Frost, Ito,
and van Stralen 2020). They are used here to control policy actions
that may be simultaneous with reserve requirement changes, which
would otherwise bias our estimates.

Looking at the effects of changes in the differential (the gap)
between FX and local-currency-denominated reserve requirements in
Table 1, on the currency composition of bank balance sheets, we find
that an increase in the gap between FX and local-currency reserve
requirements reduces the share of FX liabilities to total liabilities

15Because data are collected from different sources, the size of the sample and
the countries included vary across regression and hence coefficients are not compa-
rable across regressions. We note this caveat while choosing to include each time
the largest sample. We control for specific countries driving the results across
regressions in the robustness checks.

16The share of FX loans to total loans and the share of FX liabilities to total
liabilities in levels would otherwise have been non-stationary.
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(column 3), strongly significant at the 1 percent level. Differenti-
ated reserve requirements also appear very effective in reducing the
net FX position ratios (column 4), again significant at the 1 per-
cent threshold. Specifically, a 1 percentage point increase in the gap
between FX and LC rate leads to a 0.1 percentage point reduction
in the share of FX loans to total loans and a 1.6 percentage point
reduction in the net FX position over a year’s time (four quarters).17

The coefficient on the share of FX loans is negative but insignificant
(column 2). Reserve requirements are a liability-side measure and
would only affect the asset side through balance sheet effects, which
are thus indirect and may not be necessarily well captured through
aggregate cross-country analysis like these.

On the cross-border side, the coefficient on total capital inflows to
domestic banks is negative, as expected, but not statistically signif-
icant (column 1). Data availability prevents us from splitting cross-
border bank financing between local and foreign currency, as the
relevant Bank for International Settlements data cover only a lim-
ited number of countries using FX RRs, and hence we prefer not to
use the currency split. This may explain the lack of significance, as
our conceptual framework expects a cut in cross-border funding in
FX but not in LC.

Overall, introducing the differentiation in the rates seems to
match the intended effects by central banks: we see a shift away from
FX liabilities (significant but not materially large) and a significantly
lower overall FX position, and hence a lower mismatch.

4.2 Domestic Side Effects

Next, we turn to the identification of potential externalities, unin-
tended effects, and evidence of circumvention of changes in FX
reserve requirements.

We test seven outcome variables: (i) the change in the issuance
of international debt by NFCs; (ii) capital inflows to non-banks;

17As we work with country-level data, as for our other variables, our outcome
variable is the net FX position of the banking sector as a whole. There may obvi-
ously be heterogeneity in the net FX position of individual banks, which is not
captured by the aggregate variable and by our results here. Firm-level analysis
could identify heterogeneous effect of reserve requirements across banks.
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(iii) total capital inflows across the three most volatile asset classes
(portfolio equity, portfolio debt, other investment/credit flows);18

and (iv) two measures of exchange rate deviation from trend. Dickey-
Fuller panel unit-root tests confirm again that all variables are sta-
tionary.19 Results are presented in Table 2.

We find that an increase in the gap is generally associated with
a reduction in capital inflows (columns 2–4), with all coefficients
being negative over a year time. An increase in the gap significantly
decreases cross-border flows to non-banks after one and two quar-
ters, equity inflows at time t, and portfolio debt inflows after one and
two quarters. The summary coefficient over a year’s time is only sig-
nificant for portfolio debt inflows: specifically, a 1 percentage point
increase in the gap leads to a reduction of portfolio debt inflow to
GDP of 0.1 percentage point. There is no statistically significant
impact on credit (bank loans) inflows. As FX reserve requirements
often cover bonds, but not interbank lending nor equity, the stronger
result on portfolio debt flows may not be surprising.

FX reserve requirements do not seem to have an impact, either,
on exchange rate deviation from long-term trends (three or five
years). However, further research using more sophisticated meas-
ures of exchange rate misalignments, notably deviations from model-
based equilibrium exchange rate, could be done.20

Finally, we find little evidence of circumvention of FX reserve
requirements, i.e., with the private sector getting more funding from
abroad (columns 1 and 2) if it cannot receive the FX funds from
domestic banks. Unlike Ahnert et al. (2021), who study a much
broader set of currency-based measures, we do not find evidence of
higher international debt issuance of corporates, and as mentioned
there is at times a negative rather than positive effect on inflows to
non-banks (column 2). These negative coefficients appear as a side
effect, as according to our conceptual framework (Section 2.3), the

18By “inflows” we refer to non-resident flows, i.e., the net incurrence of lia-
bilities to non-residents. To account for the persistence in capital flows, we also
try models with lagged dependent variable as regressor and the results do not
change.

19The issuance of international debt by NFCs in levels would otherwise have
been non-stationary.

20Loeffler (2015) finds that single reserve requirements represent an efficient
tool to depreciate the exchange rate.
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direct effect of a higher RR gap should lower capital inflows to banks,
but not to non-banks. We may have expected a positive coefficient
if NFCs seek to get the FX financing they cannot get from domestic
banks directly cross-border.21

Overall, our results on side effects highlight two main conclu-
sions: first, FX reserve requirements appear to affect overall cross-
border inflows beyond a simple reduction of domestic banks’ external
financing. This is consistent with the earlier above-mentioned liter-
ature on the impact of currency-based measures on overall capital
flows, and provides more specific evidence of an impact of FX reserve
requirements on flows. Secondly, while many studies have highlighted
important circumvention of macroprudential tools, we do not see evi-
dence of circumvention in the case of FX reserve requirements on the
variables studied here.

4.3 International Externalities

As shown in the previous section, FX reserve requirements have
the potential to reduce capital flows and hence be used as capital
flow management measures. A substantial literature has highlighted
that capital flow management measures may lead to capital flow
deflection to similar or neighboring economies (Forbes, Fratzscher,
and Straub 2015; Giordani et al. 2017; Pasricha 2017). Specifically,
deflection has usually been identified in the following way: if coun-
try A and country B are economically similar, the introduction of
a control in country A will reduce capital inflows from C to A and
deflect capital flows towards country B, which has not introduced
barriers. In this section, we seek to extend our baseline model to test
for the potential of similar capital flow deflection dynamics following
adjustments of FX reserve requirements.

We follow the empirical approach used in recent work on capi-
tal flow deflection by Gori, Lepers, and Mehigan (2020) to test the
existence of such international spillover. In particular, we add to
our baseline regressions on capital flows a variable (the “spillover

21One explanation for this result may be the negative signal that such adjust-
ments send to international investors. In the case of adjustments of capital con-
trols, Forbes et al. (2016) show that a measure need not actually be binding on
international investors for them to reduce investment in the country. This would
be consistent with the small size of the coefficient.
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variable”), which represents the sum of tightening actions in FX
reserve requirements in similar economies.

Each FX RR adjustment is weighted by how similar a country
is to the country adjusting RR and hence the most likely to receive
more inflows. The choice of an adequate weighting scheme is not
trivial: here countries’ similarity is defined based on the correlation
between capital inflows to both countries.22 This implies the use
of a continuous weighting scheme in which the set of weights are
defined by the time-varying bilateral correlation coefficient between
the inflow of capital in the tightening country and another country.23

Specifically, the weights are computed on a rolling basis over the
past eight quarters’ capital inflows to both countries. The resulting
spillover variable enters the regression with a lag.

Results are displayed in Table A.3 in the appendix. We start
by testing potential spillovers effects of FX RR tightening on total
inflows to GDP after one quarter (columns 1–2) and do not find any
effect for either the full country sample or an EME sample (capital
flow deflection following capital controls has been mainly a feature
of EMEs according to the recent literature). Neither do we find any
spillover two, three, or four quarters after a RR tightening (columns
4–6), or within a year’s time (column 7). Using fixed time correla-
tions as weights rather than time-varying weights does not change
the results (column 3). Changing the dependent variable to test for
spillover effects on specific asset classes, we do not find evidence
for any flow (foreign direct investment, FDI; equity; debt; credit)
(columns 8–11).

Overall, under this empirical specification, we don’t find evidence
of international spillovers in the form of capital flow deflection to
similar economies after adjustments in FX RR, unlike traditional

22The economic rationale of this choice lies in the idea that if capital inflows to
two distinct countries co-move in relation to each other, this underlines similarity
in the two countries’ assets in the eyes of international investors. Gori, Lepers,
and Mehigan (2020) argue that this measure is more effective in measuring simi-
larity among two countries than alternatives based on location (as assets even in
nearby countries may have different investment characteristics) or fundamentals
(as fundamentals are often unable to explain asset price dynamics).

23All negative inflow correlations to 0. The idea is to eliminate from the set of
similar countries all economies whose capital inflow is negatively correlated with
the one of the tightening countries, and whose policy shift would otherwise be
added with negative sign (thus subtracted) from the spillover variable.
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capital flow management tools. RR are targeted at domestic banks,
which may be bearing the full cost of the measure rather than
shifting it to international lenders/investors.

5. Robustness Checks

5.1 Alternative Method to Control for Endogeneity

We test whether some of our baseline results may not be affected by
simultaneity bias whereby it is not the policy change driving changes
in the outcome variables, but the policy that actually responds to
ongoing macroeconomic developments. Policy adjustments are likely
endogenous to the variables they try to target. As shown in Rojas,
Vegh, and Vuletin (2020) for reserve requirements specifically, endo-
geneity concerns are real and may bias studies on their effective-
ness.24 While our lag structure should mitigate the concern, it may
not fully address it.

We closely follow the innovative technique used in Ahnert et al.
(2021) in their study of currency-based measures. It seeks to estimate
more “exogenous” policy shocks, thereby removing the potential for
endogenous adjustments. The approach relies on a two-stage regres-
sion framework, with a first stage estimating the likelihood of a pol-
icy change from a range of variables describing the macroeconomic
and financial context of the country and likely to be followed by pol-
icymakers. It then regresses the baseline, replacing the policy vari-
ables with the residuals obtained from the first stage (i.e., the vari-
ation of the policy changes that is not explained by macro-financial
variables).

We regress both the change in the FX RR gap and the change
in the average level of the RR on a range of variables which policy-
makers are likely to look at for deciding a policy change, namely the
lagged GDP growth to control for the business cycle, exchange rate
change, bank credit growth for the credit cycles, various measures
of inflows in the economy, and the main outcome variables of our

24In a recent paper, Rojas, Vegh, and Vuletin (2020) use the narrative approach
of Romer and Romer (2010) to identify exogenous reserve requirement changes
based on press releases and other reports of central banks introducing these
changes. They achieve this for three countries, and this method would not be
suitable for the large number of countries that we have.
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baseline. This should control for the possible motivations for RRs:
business cycle smoothing, exchange rate management, capital flow
management, macroprudential intent. We also add the lagged level
in the gap and lagged average RR to control for potential mean-
reverting dynamics (if the rate or gap is historically high, it is more
likely to be brought down to “normal”). We also control for the con-
temporaneous change in interest rates by the central bank to control
for interaction between the two tools in a monetary policy setting.

The two regressions for the first stage can be described as follows:(
ΔRRF − ΔRRL

)
it

= α + ω
(
RRF − RRL

)
it−1

+ ΓXi,t−1 + δi + δT + eit (2)

ΔaverageRRit = α + μ averageRRit−1 + ∂Xi,t−1 + δi + δT + eit.
(3)

Results for the gap are displayed in Table A.4 in the appen-
dix. While mean-reverting dynamics are confirmed (i.e., wider gap
in the previous quarter reduces the chance of an increase), there
does not appear to be any obvious driver of RR adjustments in our
macro-financial variables. This is consistent with the nascent liter-
ature explaining policy changes, which finds it hard to match real
drivers and expected targets. While institutional and political vari-
ables are expected to play a non-negligible role in driving changes—
e.g., central bank independence—they are irrelevant for the present
exercise, which simply seeks to construct a measure of policy change
that is exogenous to our outcome variables in the first place.

The absence of strong results for any macro-financial variables in
our setting may in itself reduce reverse-causality concerns, but we go
ahead with a second stage for the variables we are concerned about:
we select the model in column 2 as our baseline—in the absence of
strong result for any specific variable, we prefer to select a model
with the largest country sample.

We plug the residuals from this model back into our baseline
model, replacing our RR variables, keeping the specification with
four lags of the policy variable:

Yit = α +
3∑

k=0

β1,k
̂RR gap residualsit +

3∑
k=0

β2,k
̂RR av residualsit

+ ΓXi,t−1 + δi + δT + eit. (4)
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Table 3 displays the results. We not only find that our previously
significant results are typically confirmed in this model (a larger gap
leading to lower FX liability share, lower net FX positions, and lower
flows to non-banks and lower portfolio debt flows); we also find addi-
tional significant coefficients for some of the lags in line with our
conceptual framework, e.g., a negative coefficient at the third lag for
cross-border flows to domestic banks.

The significant coefficients in the baseline are also typically more
significant both in terms of and statistical and economic significance:
the reduction in the net FX position is now 2.3 percentage points
over a year’s time for a 1 percent increase in the gap and the reduc-
tion in the FX liability share at 0.15. Both coefficients are more
significant, well below the 1 percent threshold.25 The reduction in
portfolio debt inflows is also higher at 0.2 but moves slightly above
the 10 percent threshold.

We further find a positive (and significant at 5 percent threshold)
coefficient regarding the exchange rate deviation from a three-year
trend. Instead of driving exchange rates towards undervaluation, this
seems to have the opposite effect of strengthening the currency; but
again note, however, that deviation from trend represents a crude
proxy for exchange rate misalignment.

Overall, results from the “exogenous policy shock” model confirm
our baseline findings while reducing reverse-causality concerns.

5.2 Does the Effect of Changes in Reserve Requirements
Depend on the Initial Level of the Rate?

The effect of a change in reserve requirements could well depend on
the initial level of the reserve requirements. If it is already very high,
a small change may not make a big difference, or on the other hand
it could also be hypothesized that because the reserve requirements
are very tight, a small change would make a larger difference.

25As a robustness check, we also compute residuals from a first-stage model
that includes the lagged change in the FX liability share as an additional control
(at the detriment of losing observations), and results from the second stage are
almost identical.
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To test this, we rerun our baseline, this time scaling our variable
of interest (the change in the FX RR gap) by the initial average level
of reserve requirements (at time t–1).

Formally, the new specification reads as follows:

Yit = α +
3∑

k=0

β1,k

(
ΔRR Gapi,t−k

Av RRi,t−k−1

)
+

3∑
k=0

β2,kΔaverageRR

+ ΓXi,t−1 + δi + δT + eit. (5)

If β1,k displays higher statistical significance under this specification
than under the baseline, we can conclude that the impact of changes
in the FX RR gap on our specific outcome variable Yit is non-linear
and, specifically, that the higher the initial average rate, the lower
the impact of a change in the gap. We considered other empirical
strategies, such as interacting with a dummy variable representing a
high initial RR or a low one, similar to the Alam et al. (2019) study
on LTV caps, but such technique creates threshold effects around
the decided cut-off. Interacting directly with the average RR level
removes such issue, but we find that the inclusion of interaction
terms leads to the loss of too many degrees of freedom. Table A.5
in the appendix displays the new results, comparing the coefficients
from the baseline and the coefficients from Equation (5).

Regarding direct effects, the coefficients are more significant for
the FX liability share, but only slightly. The coefficient is, on the
other hand, less significant in the case of the net FX position, moving
below the 1 percent significance threshold.

There are also some differences regarding coefficients on indirect
variables. Portfolio debt flows become substantially more significant,
moving from 7 percent almost to the 1 percent significance level, sug-
gesting non-linearity there. Finally, the coefficient on the deviation
from the three-year trend becomes significant at the 10 percent level.

These results provide slight evidence of non-linearity with
regards to the FX liability share, more marked evidence for portfolio
debt flows, and to some extent for the exchange rate deviation from
the three-year (3Y) trend. Specifically, it supports the null hypoth-
esis that the higher the initial average rate, the lower the impact of
a change in the gap. It also provides reassurance that our baseline
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results are not significantly changed when controlling for potential
non-linear effects.

6. The Value of Intensity-Based Measures

In this final empirical section, we seek to illustrate the value
of intensity-based measures like ours compared with the easing/
tightening binary variables used in the literature by creating binary
+1/–1 variables for our reserve requirements data (one for the rate
on local-currency liabilities, one for foreign currency, one for undiffer-
entiated single reserve requirements) and running the same model
separately with our continuous/intensity variables and our binary
ones.

The baseline model used in the previous section used the concept
of gap (differential between the FX-RR rate and the LC-RR rate).
As binary variables do not capture information on the size of the
change, they are mostly silent regarding an increase or decrease of
the gap. In the spirit of comparability with previous models using
binary variables used in the literature, we now estimate the following
model:

Yit = α +
3∑

k=0

βL,kΔRRL
i,t−k +

3∑
k=0

βF,kΔRRF
i,t−k

+
3∑

k=0

βS,kΔRRS
i,t−k +

3∑
k=0

γR,kRBMi,t−k

+
3∑

k=0

γC,kCBMi,t−k +
3∑

k=0

γM,kMPMi,t−k

+ ΓXi,t−1 + δi + δT + eit. (6)

We thus replace our variables of interest, replacing the gap
between FX and LC rate with separate variables capturing change
in the FX rate, change in the LC rate, or change in the single reserve
requirement rate in the case of undifferentiated reserve requirements.

We split the results between our “direct” outcome variables and
our “indirect” outcome variables. Results are summarized in Table 4
and Table 5.
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First, we find that our previous results on the change in the gap
and underlying channels are all confirmed in this new model with a
split between the rate on FX liabilities, the rate on local-currency-
denominated liabilities, and the rate on single reserve requirements.
Furthermore and interestingly, it is changes in the LC rate relative
to the FX one that affect most of our dependent variables with more
channels identified than in our baseline regressions: increases in the
LC rate lead to a statistically significant increase over a year’s time
in the FX liability share, in the net FX position, and in inflows
to non-banks, equity inflows, and debt inflows. Changes in FX rate
typically move dependent variables in the symmetrically opposite
direction but display less statistical significance throughout.

Second, the comparison between the results using a binary policy
indicator versus our intensity-based measure of reserve requirements
rate strongly highlights the need to consider the intensity of meas-
ures. There appear to be very significant differences between the two
policy indicators. The main difference lies in the significance of the
results, e.g., a binary indicator does not pick up a statistically sig-
nificant reduction in the net FX position or a reduction in capital
flows to non-banks from a decrease in LC rate or an increase in the
FX rate. Conversely, there are also cases where a binary indicator
may be potentially misleading, with statistically significant effects
not captured with the intensity-based measure. Notably, the results
of a decrease in the RR ratio on LC liabilities on the higher issuance
of NFC debt abroad highlighted in Ahnert et al. (2021) is found sig-
nificant using a binary policy variable but not using intensity-based
measures.

7. Policy Implications and Possible Areas
of Future Work

This study offers a detailed assessment of the impact of currency-
differentiated reserve requirements: it provides new evidence for pol-
icymakers regarding the benefits and externalities of such a tool, by
quantifying the impact of an increase in the gap between FX and
local-currency reserve requirements on key target variables.

From a policy perspective, the paper points to their usefulness
in reducing dollarization and currency mismatches in the banking
sector without an obvious shifting of risk to other sectors or other
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countries. However, policymakers should be mindful of the effects
that such measures may have on capital flows more broadly. While
currency-differentiated reserve requirements may be effective macro-
prudential tools, in certain cases they may share the features of
capital flow management measures to be analyzed in the context of
international frameworks on capital flow management such as the
OECD Capital Movements Code and the IMF Institutional View.

From a methodological perspective, this paper shows the limita-
tions of using binary variables when conducting analytical studies on
the effectiveness of macro-prudential tools. Therefore, where possi-
ble, policymakers are advised to assess the effectiveness of their tools
capturing the intensity of the measure. When using binary variables,
researchers should be mindful of the limitations that such quan-
titative studies may have. As experience grows, and consequently
the number of policy observations that regressions are based on, it
is advisable to study in details other macro-prudential tools with
intensity-based coding.

Finally, further work should be done on precisely identifying the
transmission channels. Work using banks’ balance sheet data could
be a welcome avenue for future research, which would enable both
a closer identification of transmission channels as well as heteroge-
neous effect of reserve requirements across different types of banks,
likely hidden in the country-level data that this paper has been using.
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Appendix. Supplementary Materials

Figure A.1. Adjustments in Single Reserve Requirements

Note: Zero for all countries which don’t have single reserve requirements.
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Figure A.2. Adjustments in Reserve
Requirements on FX Liabilities

Note: Zero for all countries which don’t differentiate RR by currency.
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